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Abstract

The purpose of this research is to investigate the critical field of superconducting transition metal dichalcogenide
(TMD) monolayers MoX; (X =S, Se, or Te), in particular for chemical potentials where there is vanishing spin-
orbit interaction (vanishing region). In general, it has been shown in research that Ising spin-orbit interaction
in TMD monolayers enhances the critical field of the superconducting phase. One may therefore expect that
the enhancement of the critical field will be suppressed when this spin-orbit interaction vanishes. In normal
phase MoX; monolayers, it has been found that the band structure has a vanishing spin splitting near the
bottom of the lowest conduction band. In this research, a k - p model of the conduction band has been used
and superconductivity is described using Bogoliubov-De Gennes formalism. A numerical model has been
formulated from this model and formalism, and the results show that there is indeed a suppression of the
critical field for all 3 materials in the vanishing region. In relation with experiments, it also has been found
there is a minimum chemical potential when the TMD monolayer becomes superconducting. For MoS,, this
critical chemical potential is above the vanishing region which means a suppression of the critical field cannot
be measured here. On the other hand, the critical chemical potentials of MoSe; and Mole; do possibly lie
below the vanishing region, but this requires that the temperature in experiment should be below 2 K. Next to
the critical field, also the topological phases have been briefly investigated.



Contents

1 Introduction

2 Normal phase band structure

2.1 Three-band tight binding model . . . ... ... .............
2.1.1 Onsite Hamiltonian . . . .. ... ... ... ...........
212 Hoppingintegrals . ... ... .......... ... ......
2.1.3 Spin-orbitinteraction. . .. .. ... ... ... .o L
214 Resultsand discussion . . . ... .. ... ... ... ...
2.2 11-band tight bindingmodel . . . . ... ..................
2.2.1 Orbitals and hopping integrals . . . . ... ... .........
222 Spin-orbitinteraction. . . ... ... ... . Lo
223 Resultsand discussion . . . . ... ... .. ... ... .. ...
2.3 k-pmethod around the tKpoint . ... ... ... ... . .......
231 ke-pmodel. . ... ...
232 Spin-orbitinteraction. . .. .. ... ... ... . oL

3 Ising superconductivity

3.1 Basic theory on superconductivity . . ... ... ... ... .......
3.1.1 Hamiltonian . . . . ... ... .. Lo o o
3.1.2 Obtaining the weak-coupling limit . . . ... ... ... .....
3.1.3 Universal critical temperature . . . . .. .. ............
3.2 Critical magneticfield . . ... ... ... .. .. .. .. .. .. ... ..
321 2Dfreeelectronmodel . . . . ... ... L.
3.2.2  Superconducting TMD monolayers . . ..............
3.3 Topologicalphase . . . ... ... .. .. ... ... .. .. . ..
3.4 Comparison with literature . . . . ... ....... ... ... .....

4 Numerical model

41 Descriptionofmodel . . .. ... ... .. ... o 0oL
411 k-pparameters. . ... .. .. ... ...
412 k-pointgeneration . ... ... .... .. .. ... ... ...
4.1.3 Minimizing the freeenergy . ... .. .. ... ... ... ...,
414 Finding the critical field . . . .. ... ..... ... .. .. ...

42 Analysisofmodel . . .. ... ... o o
421 Practicalinputvalues. . .. ... ... .. ... ... ... ...,
42.2 Convergence in the weak coupling limit . . . . ... ... ....
423 Uncertaintyanalysis . ... ... ... ...............
424 Freeelectroncase . . . .. ... ... .. ..

43 Resultsand discussion . .. ... .... ... .. .. .. .. . L.
431 Criticalfield . . ... ... .. .. .. . o oo
43.2 Topological phasediagram . ... .................

4.3.3 Varying chemical potential and critical field, fixed temperature
434 Varying temperature and critical field, fixed chemical potential

5 Conclusion
A Convergence of A that minimizes free energy

The relative uncertainty for MoS, and MoTe; as function of resolution



Chapter 1

Introduction

The main purpose of this research is to calculate the in-plane critical field of a superconducting transition
metal dichalcogenide (TMD) monolayer by means of a numerical model. In this thesis, the theory of the TMD
monolayer and a numerical model to calculate in-plane critical fields will be explained. TMD monolayers are
semiconductors that have a structure of the form MX; and consist of a transition metal and two chalcogens. In
general, a transition metal is any metal that has a partially filled d-shell, but this thesis will only focus on group
6 transition metals like molybdenum (Mo) and tungsten (W). A chalcogen, on the other hand, is a group 16
atom such as sulfur (S) or selenium (Se). Although oxygen (O) is technically a chalcogen as well, it will not be
considered in this thesis, as it has very different chemical properties compared to other chalcogens. The crystal
structure of group 6 TMD monolayers is displayed in fig. 1.1. As it can be seen in the 3D figure (fig. 1.1a), the
transition metal atoms are sandwiched between two chalcogen layers and each layer has an equal number of
atoms (hence MX;). From the top view (fig. 1.1b), the structure is very similar to the honeycomb structure of
graphene, except it does not have a point inversion symmetry in the bonds due to the alternation between two
different atoms.

(b) (c)

Figure 1.1: The crystal structure of a group 6 TMD monolayer with the transition metal in blue and the chalcogens in
yellow. (a) 3D figure; (b) top view; (c) single unit cell. The figures are rendered with XCrysDen [1].

The history and research behind TMD monolayers is closely linked to that of graphene, which has been
experimentally discovered by Geim and Novoselov in 2004 [2]. Not much later, Novoselov et al. demonstrated



the fabrication of other 2D materials like boron nitride and also some TMD monolayers like MoS; by means of
a mechanical cleaving technique [3]. This technique is also used in follow-up experiments [4, 5]. It should be
noted, however, that the technique is not scalable, although research has been done to improve this [6]. Since

the experimental discovery of graphene, more and more research has been done on TMD monolayers (see also
fig. 1in ref. [7]).

One important property of TMD monolayer semiconductors is that they have a direct bandgap, which has also
been found in experiments [4, 5]. This is different from bulk TMD, which has an indirect bandgap [8-10]. The
direct band gap of TMD monolayers makes it suitable for several potential applications, such as field effect
transistors [11] or photo-detectors [12]. Two other important properties of TMD monolayers are due to the
lack of inversion symmetry. The first one is that the interaction between electrons and circular polarized light
is valley-dependent [13, 14], which has potential for new type of devices called valleytronics [15]. The other
one is the exhibition of Ising spin-orbit interaction (Ising SOI), which fixes the electron spin in the out-of-plane
directions [16, 17]. This is different from Rashba spin-orbit interaction where the electron spins are in-plane.

This thesis will focus on the superconducting phase of TMD monolayers. When combining superconductivity
with the Ising SOI of TMD monolayers, one will obtain Ising superconductors. It has been shown in experiments
that TMD monolayers have an enhanced in-plane critical field [15]. This can be explained from the fact the Ising
SOI interaction keeps the electron spins out-of-plane, effectively protecting the spins from aligning along an
external in-plane magnetic field, which would break the superconductivity of the TMD monolayer. The focus
of this thesis will be particularly on TMD monolayers with nodal topological superconductivity, introduced by
Wang et al.[19] The source of this topology is the vanishing SOI at the lowest conduction band near the K point,
which will be discussed in more detail in this thesis. It is expected that the critical field will be suppressed
when the chemical potential crosses the vanishing spin-orbit interaction in the conduction band as a weaker
SOC implies a weaker protection.

The contents of this thesis are as follows:

* in chapter 2, the band structure of TMD monolayers in the normal phase will be visualized, which will
be needed to explain Ising superconductivity later;

e in chapter 3, Ising superconductivity will be explained in more detail using Bogoliubov-De Gennes
formalism for conventional superconductors;

¢ in chapter 4, a numerical model will be presented to calculate the in-plane critical field for Ising super-
conducting TMD monolayers, using the concepts introduced in the previous chapter;

¢ finally, a conclusion about my research will be given in chapter 5.



Chapter 2

Normal phase band structure

In this chapter, the band structure of TMD monolayers in the normal phase will be discussed. The two tools that
will be covered in this chapter to analyze the band structure are the tight binding model and the k - p method.
In the first two sections, two different tight binding models based on earlier work will be introduced for the
TMD monolayer: the three-band model and the 11-band model. The three-band model reasonably describes
the three bands near the Fermi level, but does miss some important details of the conduction band that will
be relevant in this thesis. Nevertheless, it is a good starting point to explain how tight binding models can be
constructed. The 11-band model is more accurate and will also be used later in this thesis. The third section
introduces the k - p method, which is an approximation of the band structure close to a particular k-point in
reciprocal lattice. This method provides simple but accurate description of the band structure around that
point, which is very useful for analytical analysis.

2.1 Three-band tight binding model

The three-band model, based on work by Liu et al. [20], shows that the d,., d,,, and dxz_yz orbitals of the
transition metal can provide a good description of the 3 bands near the Fermi level of a TMD monolayer. The
dy2, dyy, and dy2_ > orbitals (see fig. 2.1) are cubic harmonics and these are related to the spherical harmonics
encountered in quantum mechanics when deriving the eigenstates of the angular momentum operator:

|d.2) = [Y), 2.1)
tu) = (157) - 1), e2)
) = i(|Y;2> +[v3)). (2.3)

V2

One consequence of the so-called three-band approximation is that a triangular lattice (see fig. 2.2a) can be
used instead of a honeycomb lattice, as chalcogens atoms do not have to be considered. The three-band
approximation is accurate near the +K and —K points if only nearest neighbor hoppings are considered. If
second and third nearest neighbor hoppings are taken into account as well, a good description of the band
structure in the entire Brillouin zone can be provided except near the I' point (see fig. 2.2b). This is also the
limitation of the three-band approximation, since p-orbitals of the chalcogens have a non-negligible contribution
to the band structure at the I point.

2.1.1 Onsite Hamiltonian

In order to calculate the band structure, a Python package called Kwant [21] will be used to ease the work. This
package requires to specify the onsite energies of the orbitals and all the possible hopping integrals between
two orbitals at different sites. Hopping integrals will be discussed in section 2.1.2 in more detail. Using the

basis {ldzz) ,|dx y> ,|d J(z_yz>} , the Hamiltonian of the onsite energies is simple and given by
&1 0 0
Hopsite = 0 &2 0 |. (2.4)
0 0 &
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Figure 2.1: Plots of the d,2 (a), dxy (b), and d x2-y? (c) orbitals used in the three-band approximation.
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Figure 2.2: (a) the lattice of the transition metal atoms with primitive vectors a; and ay. The nearest neighbors (NN), second
nearest neighbors (SNN) and third nearest neighbors (TNN) are the hoppings from the gray center to the red, green and
blue dots respectively. The dotted lines indicate the mirror planes M, My, M3; (b) visualization of the first Brillouin zone
of the transition metal lattice with reciprocal vectors by and by and high symmetry points I', M, +K, and —K.

The dyy and d,2_» orbitals have to be degenerate, which can be explained from the fact that a TMD monolayer
has a D3, point-group symmetry. It will become clear later how such a point-group symmetry leads to a
degeneracy between these two orbitals. But first, consider some of the elements of the D3, symmetry group:

o ], the identity operation (i.e. do nothing).
¢ (3, a counterclockwise rotation of 271/3 around the z-axis (i.e. the axis perpendicular to TMD monolayer).
* M;, areflection in the mirror plane indicated by the lines visualized in fig. 2.2a.
To understand why symmetries can make quantum states degenerate (in this case, the d xy and d a2y orbitals),
let O be any operator in the D3, symmetry group. Because the Hamiltonian of a TMD monolayer has a Dy,

point-group symmetry, it must commute with O, i.e. [H,O] = 0. But this may cause degeneracy between
quantum states as follows: suppose |¢) is an eigenstate of the TMD monolayer with eigenenergy ¢, then

O(Hyp)) = O(ely)) = (Oly)y) =HA(O1y)), (2.5)

where the latter expression is allowed due to the fact that [H, O] = 0. One can see from this expression that if
|) is an eigenstate, then O [¢) is an eigenstate as well and it has the same eigenenergy as [i)).

This can also be applied to the dy, and d,._,» orbitals. First, suppose that dxy> is an eigenstate of the



Hamiltonian with eigenenergy ¢,. Applying the operator M to this state gives!

M;

dyy) = i(Mn|Y52) - M1 [¥2)) = i(exp(-2mi/3) [Y3) - exp(27i/3) |Y;?))
1 -2 2 . ] 2 1
= 5[V3([y2?) + [¥3)) +i(|2%) - [3)) | = 5 (V3 dxy))-

To evaluate M; |Y2ﬁ>, note that ‘YQ—'2> o exp(+2i¢) and that My : ¢ — 1/3 — ¢, so that indeed M; |Y2J—’2> =
exp(£2mi/3) ‘Y;’ 2>. From what has been shown earlier in eq. (2.5), the state M

with eigenenergy ¢;. Because dxy> and M; dxy> are degenerate states, any linear combination of these two
states is also an eigenstate with eigenenergy ¢5. But this means that
— (2m1

V3 dxy)) =

is also an eigenstate with eigenenergy ¢», which completes the proof that the dy, and d,2_ > orbitals have to

(2.6)

dxz_y2> +

dxy> also has to be an eigenstate

1

dry) - day2) 2.7)

be degenerate. Note that a different symmetry operation could have been chosen, such as C3, as long as the
operation is in D3j, and results in a linear combination of d, and dxz_yz orbitals. Also note that the d,. orbital
is not degenerate with the dy,, and d,_,2 orbitals, as there is no operation in D3, that transforms a dyy or d,2_,2
into a superposition with a d orbital.

2.1.2 Hopping integrals

The hopping integrals considered by Liu et al. are all nearest neighbors (NN), second nearest neighbors (SNN),
or third nearest neighbors (TNN). For simplicity, these overlaps are defined as

tij = (pi(n)|A|e; (xr - an), (2.8)
rij = (pi(0)| Al (r - 221 + 2)), 2.9)
uij = (¢i(r) |A|p(r — 2a1)), (2.10)

where |po) = |d,2), |p1) = dxy>, and |¢2) = dxz_y2>, and these definitions will also be used in the remainder
of this section about the three-band model. These parameters only define the NN, SNN and TNN hopping
integrals for one specific direction. The main question remains what the hopping integrals in the other
directions are. It turns out that these depend on the hopping integrals defined in egs. (2.8) to (2.10) due to
the Dsj; point-group symmetry of the Hamiltonian. The case for tq is simple, all NN hoppings should have
the same energy due to the circular symmetry of the d,. orbital (see also fig. 2.1a). The same applies for the
SNN hoppings (7o), or TNN hoppings (uoo) as only d,> orbitals are involved. All the other hopping integrals,
however, involve d,, and/or dxz,yz orbitals and from their plots (figs. 2.1b and 2.1c), it is clear that these
integrals may be different for different NN, SNN or TNN. There are too many hopping intergrals to work them
all out, so only some examples are covered to give an idea how these integrals can be calculated. The results of
all the other hopping integrals will be tabulated in tables 2.1 and 2.2. It is also worth to mention that once all
the NN hopping integrals are found, all the TNN hopping integrals can easily found by analogy: one simply
has to replace t by u, a1 by 2a1, and a; by 2as.

Table 2.1: Overview of all NN hopping integrals in terms of the expressions in eqgs. (2.8) to (2.10). Note that TNN hopping
integrals can be found by replacing ¢t with u, a; with 2a;, and a with 2ap.

neighbor positions

hopping orbitals +a; +aj +(ap —a7)
dzz - dzz too too too
V3topt V3£t
dZZ — dxy tOl \f()é 01 _\/7 O% 01
+V3tg1 -1 +V3tg1—t
d, — dxz_yz to2 —3t g: = —3t g: &
+ +
Ay = dyy f1 % %
3 _ 3
dyy = dy2_2 tin Gt —tn) Ftn FUxn-tn) £t
3t +t 31+t
dxz_yz - dxz_yz 159) %22 %22

1The normalization factor \/LE of the dy, orbital for convenience during the calculation has been omitted for convenience.



Table 2.2: Overview of all SNN hopping integrals in terms of the expressions in egs. (2.8) to (2.10). The hopping integrals
in the opposite directions are the same except that rg; should be replaced by 9.

neighbor positions

hopping orbitals 2a; — ap 2ay — ap —-a; —ap
dy2 — dy 700 00 00
dz2 = dxy ro1 0 —7o1

2701 701
dzz i dxz_yz —1’01/\6 F g\/_g

T+ 1 T+ 1
dxy i dxy 11 224 14 E\/gru —224 1 E\/gru
dxy - dxz_yz r12 0 —T12

— 2r 3ru+r 1 3rii+r 1

do_yp = do_p =1t ﬁ e _ INBrp 22 4 13,

In this section, the hopping between two orbitals with a relative displacement a is defined as

hij(a) = (pi(n)|A|¢;(x - a)). @.11)

The first example that will be worked out is the hopping integral h12(az). In order to do that, one can exploit
the D3, point-group symmetry of the Hamiltonian. Suppose that O is a symmetry operation in D, then the
Hamiltonian can be rewritten as

A=0"0H=0"1H0, (2.12)
as[H, O] = 0. What can be seen from this expression is that one can always sandwich the Hamiltonian between
a symmetry operator in D3, and its inverse. By making a smart choice for O, one can then express hiz(az) in
terms of the hopping integrals given in egs. (2.8) to (2.10). As the center of the d,2_,» orbital is at a, while the
center of the known hopping integrals are at a;, it makes sense to choose 0= ]\711, so that the ket part of i12(az)

becomes 1
da_yo(r—a)) = E(\/3 dry(r—a1)) = |da_ye(r—a1))), (2.13)

which can be derived in a similar way as the mirror operation on the dy, orbital (see eq. (2.6)). Using the

fact that a reflection operation is unitary and equals its inverse (i.e. My = Ml‘ 1= MI ), the bra part of hin(ap)
evaluates to

M

dey(0)] " = 1<<dx2_y2 ()| V3 + (s (1)]). (2.14)

[M1 2

Putting together then gives
3ta1 — t12
4 7

dyy(r— a1)> still needs to be evaluated as it turns out to be a dependent hopping

hiz2(az) = ?(tn —tn) + (2.15)

where ty = <dxz_yz(r)|FI
integral. To derive an expression for f1, first make use of the M, symmetry of the Hamiltonian so that
dyy(r— a1)> =- (dxz_yz(r)|ﬁ

Next, the translational symmetry of the Hamiltonian can be used and the corresponding operator is defined as
Ta|Y(x)) = |P(r + a)). As the inverse of T, is simply T_, and the lattice is periodic in a1, 21 can be rewritten as

tr1 = <dx2_y2(r)|M2HM2

dyy(r+ a1)>. (2.16)

trr = = (dya_y2 (0) [T, AT o [dey (r + 21) ) = = (da_ 2 (r — ap)|Al|dy (1)) 2.17)
But from this, the complex conjugate of ¢12 can be recognized, and since all the hopping integrals in Liu et al.
are real, one will obtain fp1 = —f12, so that the final expression will become
V3
hi2(a2) = T(tll —t2) — t2. (2.18)

An analysis similar to that of /12(az) can be done for hi2(ax —ap), but instead of the My operation, the C; 1
operation need to be used instead. The bra and ket terms will thus become

G dop(r -2y +ar)) = %(«/3 dey(r - 1)) = |dea_ya(r—ap)), (2.19)
(dyy(0)| 5 = —%((dxz_yZ(r)| V3 +{dyy (1)), (2.20)




so that A
3
hip(az —ar) = T(tzz - ti1) + t1o. (2.21)

The hopping integrals to the other nearest neighbors can also be found with this analysis by using the appro-
priate symmetry operations. However, by doing a similar derivation as the one for t»1, it turns out that the
hopping integral in a given direction is the same as the one in the opposite direction except for a minus sign in
front of tg1 and t15.

The calculation of the SNN hoppings is a bit different from the calculation of the NN and the TNN hoppings.
In case of NN hoppings, to; and t (idem for to; and ta) are dependent hopping integrals due to the M,
symmetry operation, while tg; and to; (idem for ¢19 and t9) are independent. For SNN hoppings (where ¢ is
replaced by r), however, this is the other way around and the dependence between r¢; and 7y (and between
r10 and ry9) can be found by means of the Mj symmetry operation:

701

rop = ———, (2‘22)
V3

rop = -2, (2.23)

V3

It should also be remarked that in Liu et al. the parameter r, should be the value for 1o in order to reproduce
their results?. The reason why a hopping integral ry, is ‘missing” in Liu et al. (compare the NN and TNN case)
is because it is not an independent parameter. In order to see that, consider the hopping integrals r1> and 71.
Due to the M3 symmetry of the lattice,

3121 — 112
4 7

3r1p — 121

—

3
12 = T(Tzz —-r) + (2.24)

3
a1 = T(T’zz —-ri) + (2.25)
It can easily be verified (by subtracting eq. (2.25) from eq. (2.24)) that the only way that both equations can hold,
is when r12 = 1. This, however, also means that either 2, or r11 must be a dependent hopping integral. In Liu
et al. this is chosen to be 1y and after some calculation, this hopping integral is given by

2
for = P11 + 2 (2.26)

V3

2.1.3 Spin-orbit interaction

One of interactions in the solid that will be very important later in the thesis is the spin-orbit interaction
(abbreviated as SOI in the rest of this thesis). This can be described as an atomic L - §-like perturbation to
the Hamiltonian. Implementing this in the three-band model in Kwant is not too difficult. Using the basis

{Id2, 1) Jdey, 1) |diaoye, 1) 12, 1) [y L),

dxz_yz, l>} , the onsite Hamiltonian need to be replaced by
Honsite =L ® Ao+ A(Sy @ Ly + Sy ® Ly +S. ® L), (2.27)

where I is a 2 x 2 identity matrix and Hy is the unperturbed onsite Hamiltonian given by eq. (2.4). Next step is
to evaluate L, ﬁy, and [, operators for the given basis. Note that the cubic harmonics can be expressed in terms
of the spherical harmonics given in egs. (2.1) to (2.3), which are eigenvectors of L,. After some calculation, it
can be found that ., = ﬁy = 0 and that?

0 0 ©
L,=|0 0 2i], (2.28)
0 -2i 0
so that eq. (2.27) can be simplified to
. Ho+ AL 0
Honszte = ( 0 02 ‘ Ho _ %ﬁz) (229)

Note that the Hamiltonian is block diagonal with respect to the spin Hilbert space, which makes the spin in
the z-direction good quantum numbers.

2The statement that rp = rpg in Liu et al.’s erratum [22] is therefore wrong as well.
3The & is omitted for convenience as it can also be put into the A.



2.1.4 Results and discussion

The resulting band structure of the three-band model for MoS; is given in fig. 2.3. To this end, the fitted
parameters of the generalized-gradient approximation (GGA) for MoS; from Liu et al. are used. According to
Liu et al., the strength of the SOI (A1) is 0.073 eV for MoS;. It can be seen that the three-band model implemented
in Kwant (fig. 2.3a) visually agrees with the band structure in Liu et al. Furthermore, the splitting along a
trajectory through a +K point is opposite to that through a —K point. This confirms the statement in the
introduction that TMD monolayers have Ising SOI. The band structure with SOI of the 3-band model has two
remarkable properties: (1) there is no splitting in any band along the I'-M trajectory, and (2) there is no splitting
in the conduction band at the +K point. The former can be explained by means of symmetry arguments, but
the latter is not in agreement with expectation [23, 24].

w
w

N
N

Lo N

Energy [eV]
Energy [eV]
Energy [eV]

O W 0 \/\\/— 0 W
-1 -1 -1
r *K M r r +K M r r —-K M r

(a) (b) (c)

Figure 2.3: The 3-band structure of MoS; from Liu et al.’s paper: (a) no SOL (b and C) SOI interaction with the trajectory
through a +K point (b) or —K point (c). The red lines indicate spin-up bands, the blue lines indicate spin-down bands.

To explain why there is no splitting along the I-M trajectory, recall that if [, O] = 0 and |¢) is an eigenstate
of H, then O |¢) is also an eigenstate with same eigenenergy as |¢). For the M and T point, the time reversal
operator 7~ can be used. It should be noted that 7~ is an antilinear and antiunitary operator, which requires
caution as computation with such operators is a bit different than with unitary and linear operators. Both
the tight-binding Hamiltonian H (k) and the spin-orbit Hamiltonian are symmetric under time reversal, i.e.
[A,97] = 0. This also implies that for the tight-binding Hamiltonian

Ak) =7 '"HK)T = A (-K). (2.30)
Furthermore, the time reversal operator flips crystal momentum and spin so that
Tly) =7 1k, 11) = exp(ip) |-k, 11, (2.31)

where ¢ is some phase. The states [¢) and 7 |¢) are not only degenerate, but also always orthogonal due to
fact that the spin is a half-integer. All states are therefore at least twofold degenerate and this is also known as
Kramer’s degeneracy theorem. From eq. (2.31), itis clear that if k and —k represent equivalent crystal momenta,
then there will be no spin splitting at crystal momentum k. It is then straightforward to see that the I and M
points have no spin splitting, namely if k is such a point, then —k is such a point as well. However, in order to
explain that there is no splitting along the I'-M trajectory, one need the mirror symmetry along that trajectory.
If k is at the trajectory, then M; |k, T]) = exp(ip) |k, |T) and thus there is no spin-splitting along the I'-M
trajectory due to the mirror symmetry.

To explain why there is no splitting of the conduction band in the three-band model at the +K point, note that
an eigenstate at point k in reciprocal space can be expressed as

w0, 1) = a(c)[Y52, 10) + B0 [Y9, 1) + y () [Y2, 1) (2.32)

For such states, the first order energies of the SOl is given by

(@), NL=8:1y (), 1) = =(Iy (P - la(K)?). (2.33)

It is clear from this expression that there will be no splitting if |y (k)| = |a(k)|, which is for example the case
for the d,2, dyy and d,2_,2 orbitals. From fig. 2 in Liu et al.’s paper, it can be seen that the eigenstate of the
conduction band at the +K point is |d,2), and this will not be split by SOL It can also be derived analytically

using eqs. (15) to (18) from Liu et al. that <dzz‘H(k) dxy> = <de H(k) dxz_y2> = 0 if k is a =K point. This
means that the |d,2) state is decoupled from the other orbitals and thus |d,2) is one of the eigenstates at the




+K point. As mentioned earlier, however, there is some splitting expected in the conduction band and this
will only be visible when the p-orbitals of the chalcogen atoms are included, which will be shown later in the
11-band model. This splitting at the conduction band will also be relevant later in this thesis, as this is needed
to describe the vanishing SOI in the conduction band.

2.2 11-band tight binding model

As discussed in the previous section, the three-band model does not reproduce the expected SOI splitting
in the conduction band at the +K point. Therefore, the more accurate 11-band model of Fang et al.[25] will
be used instead. It has already been explained in detail how to calculate dependent hopping integrals using
symmetries in section 2.1, so it will not be done again in this section.

2.2.1 Orbitals and hopping integrals

The orbitals that are included in the 11-band model are the 5 d-orbitals of the transition metal and the 3
p-orbitals of both the top and the bottom chalcogen atoms (remember fig. 1.1a in the introduction). The 5
d-orbitals are dz, dyy, dxz_yz, dy; and dy;, and the last two orbitals are, just like the other 3 discussed in the
three-band model, cubic harmonics that are related to the spherical harmonics according to

4 = (") = 3)), (234)
|dy:) = éqy;l) +|v1)). (2.35)

The two chalcogen atoms each have a p,, p, and p; orbital that are related to the spherical harmonics according
to

Ipx) = %(hf{l) - |¥v1)). (2.36)
py) = %qy;l) + 1)), (2.37)
Ip=) = [¥7). (2.38)

It is convenient to hybridize the p orbitals of the top and bottom layer as follows:

[ 1 [ 1 [ 1

IpS) = @( pi)-1pE)), |p) = E(bﬂf’» -|p5)), 2= @( ) +|pE)), (2.39)
e 1 e 1 e 1

Ipe) = $(P?>+ pE)), |po) = $(|Pf> +|p5Y), Ipg) = E(ﬁ?)- rt)), (2.40)

where A and B indicate the the top and bottom layer respectively. These hybridized p orbitals are eigenstates
of the mirror operation in the xy-plane M,,, which will be useful later on. The two chalcogen atoms in the
top and bottom layer can effectively be replaced with one atom in the transition metal layer, and these effective
atoms have these 6 hybridized orbitals.

The 11-band model takes the following hoppings into account:

¢ All nearest neighbor hoppings between two transition metal atoms (NN M-M).

¢ All nearest neighbor hoppings between two chalcogen atoms (NN X-X).

* All nearest neighbor hoppings between a chalcogen atom and a transition metal atom (NN X-M).

* Some second nearest neighbor hoppings between a chalcogen atom and a transition metal atom (SNN
X-M). This is done for improved accuracy.

The number of possible hopping directions times the number of orbitals in the model gives a lot of parameters.
Fortunately, most of these parameters can be eliminated by considering the M, symmetry of the Hamiltonian.
To this end, one has to check whether the orbitals correspond to an eigenvalue of 1 or —1 under the Mxy
operation. An eigenvalue of 1 means that the orbital is even under Mxy while an eigenvalue of —1 means that
the orbital is odd under Mxy. It can be found out that the d,2, dy, d X2y P, p;, and p¢ orbitals are even under
Mxy, while the dy;, dy., p3, p;, and p? orbitals are odd under Mxy. The key point is that there is no hopping

between an even and an odd orbital. In order to see this, let |¢;(r)) and ‘cp jr— a)> be an even and odd orbital
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respectively. Note that the hopping direction a lies in the xy-plane so that this will not be affected when Mxy
is applied. However, this means that

(pim|A|ej(x =) = (i (x)| My AN,

¢j(r—a)) = —(p:(m|A]p;(x - ), (2.41)

and the only way this can hold is when the hopping integral is 0. Therefore, only hopping integrals between two
even orbitals or two odd orbitals have to be considered, and this reduces the amount of parameters significantly.

2.2.2 Spin-orbit interaction

Just like in the three-band model, an L.- S-like, momentum-independent SOl is used. It should be kept in mind,
however, that the strength of the interaction at the transition metal is different than at the chalcogen atoms.
The spin orbit Hamiltonian can thus be expressed like

Hsor = (AMI:M + AxLg + Axtg) -S. (2.42)

Unlike in the three-band model, there will be an x and ¥ component of the angular momentum, which suggest
that the z component of the spin may not be a good quantum number. However, it will turn out that spin in the
z-component will be (approximately) a good quantum number, and one can thus still classify the interaction
as Ising SOC. In order to understand why this happens, first note that coupling of spin-up and spin-down

due to the x and y-component of the angular momentum can only happen between the states |Y"’, Ti> and

|Yl’”i1, lT>4. These two states, however, are not both even or both odd under the Mxy symmetry operation,
as discussed in section 2.2.1, which means that there cannot be any coupling between these two states. Now
consider orbitals |, ) and [i),) that are even and odd respectively under the Mxy operation. Let the energy
difference of these orbitals (without SOI) be Ae(k) at crystal momentum k. Furthermore, suppose that the
matrix elements of the x and y-component of the SOI is given by A (¢6,T|I:x§x + ﬁy§y|¢o,l> = t1(k) and
AWe, UL S, + ﬁy§y|¢g,T> = tp(k). The z component of the SOI will cause a splitting t3((k)) and f4(k) in
the spin space for the even and odd orbital respectively. Using the basis {|{¢, 1), |0, 1), [We, 1), [0, 1)} The
Hamiltonian with SOI interaction will thus become

Ae(K)/2 + t3(K)/2 0 0 h

. 0 “Ae(K) /2 + ty(K)/2 f 0

H= 0 ty Ae(K)/2 2 t5(K)/2 0 (2.43)
f 0 0 “Ae(K)/2 — ts(K)/2

From this expression, it can be concluded that the z component of the spin is approximately a good quantum
number if |#1(k)|, |t2(k)| < |Ae(k) + t34(k)|. This is the case for the most part of the band structure as A¢ (k)
can be in the order of multiple eV, while the strength of the SOI is only in order of 50-80 meV for MoS,. The
only way mixing of spin-up and spin-down may occur, is when even and odd bands would cross each other
if there would be no SOL In fact, the spin orbit-interaction will cause small anticrossings between such bands
and at these anticrossings, mixing of spin-up and spin-down will occur.

2.2.3 Results and discussion

The results of the 11-band model for MoS; are displayed in fig. 2.4. The used fit parameters are based on the
DFT calculations, and can be found in table VII of Fang et al.’s paper. The strength of the SOI can also be found
and is given in table VIII. The resulting band structure in fig. 2.4a is calculated with Kwant, and is in agreement
with the one in Fang et al.’s paper (fig. 3). The band structure with SOI is displayed in fig. 2.4b. As discussed
in section 2.2.2, mixing of spin-up and spin-down states is not visible in the figure, except where an even and
odd orbital would cross each other (see fig. 2.4c).

In the three-band model, it has been shown that there was no splitting in the conduction band at the +K point
due to the fact that the d,» orbital is decoupled from the dyy and d,._,» orbitals. In the 11-band model, these
is a small splitting of the conduction band (see fig. 2.4d). In first order, this splitting cannot be caused by the
other two d orbitals (d., and d,.), as these states have to be decoupled from the d,. orbital due to the Mxy
symmetry. Thus, the origin of the splitting (in first order) have to be the p orbitals of the chalcogen atoms. In
table IV of Fang et al.’s paper, it indeed turns out that the eigenstate of the lowest conduction band has a small
contribution from the p orbitals of the chalcogen atoms:

) ~ 0.9154i |d,2) + 0.4026

P’y), (2.44)

41t is also worth to mention that this is also the reason why the three-band model did not have an x and y-component of angular
momentum.
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Figure 2.4: The 11-band structure of MoS, from Fang et al.’s paper. The used fit parameters are from the DFT method.
(a) no SOI. Red-colored bands have p orbitals as eigenstate, whereas blue-colored bands have d orbitals as eigenstate.
Purple-colored bands have a mix of p and d orbitals as eigenstate; (b) SOI with trajectory through a +K point. The red lines
indicate spin-up bands, the blue lines indicate spin-down bands; (c) zoom of an anticrossing of two filled bands, indicated
with the green box in (b); (d) zoom of the conduction band at the +K point, indicated with a black rectangle in (b).

where

pil> = (|p§) —i p;>) /2. From this expression, the splitting of the spin-up and spin-down band can
be approximated with first-order perturbation theory:

er — ey ~ Ax(0.4026)2((p¢,, 7

L-8fpe,, 1) - (poy YL §fpey, L)) ~ -0.009eV, (2.45)
which is a small splitting compared to that of the valence band ¢ — ¢ = 0.15€eV (see also figure 4 of Fang et
al.).

2.3 k- p method around the +K point

An interesting feature of the spin splitting of the conduction band in MoS; is that the spin-up and spin-down
band cross each other near the +K point. Such a crossing does not always happen in all TMD monolayers. TMD
monolayers with molybdenum as transition metal usually have this crossing, but monolayers with tungsten
do not [26]. This crossing, however, is very important later on, as these are the source of nodal topological
superconductivity which will be explained in the next chapter. It is useful later on to have a simple, but accurate
expression of the conduction band near the +K point, and this can be done by deriving a k - p model.
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2.3.1 k-p model

In order to set up a k- p model around a symmetry point, a set of eigenstates at that point in reciprocal space is
required. Most models only pick (approximate) eigenstates of the lowest conduction band and highest valence
band, and this is also sufficient in this case. According to the three-band model (section 2.1), the eigenstates of
the conduction and valence band at the 7K point are given by

[Yep) = 1dz2), (2.46)
|¢Zb> = %( dxz—y2> +in dxy>) ’ (2.47)

respectively, where 1 represents either +1 or —1. Using the basis {|1Pch> , ¢2b>}, the most general form of the

Hamiltonian is given by
Hr] = fl,n(kx/ ky)i + fX,r](kx/ ky)X + fY,r](kx/ ky)? + fZ,q(kx/ ky)z/ (2-48)

where ky, k, represents the crystal momentum with respect to the nK point, I is the identity matrix, and X,
Y, and Z are the Pauli matrices. The identity matrix and the Pauli matrices namely form a basis for all 2 x 2
hermitian matrices. The k - p method approximates the Hamiltonian for small k., k, by treating a deviation
from the symmetry point as a perturbation®. f; ,(ky, ky) in eq. (2.48) can therefore be written out as a Taylor
series. In this case, it is sufficient to go up to second order, which means that the most general form of f; ; (k, k)
is given by

finke, ky) = ag +ay ke +a} ky +ay ki +ay, kG +ay keky, (2.49)

which means that up to second order, the k - p Hamiltonian may be described by 24 parameters. However, a
lot of these parameters will vanish or are related to each other when the symmetries of the Hamiltonian are
considered. At the nK point, the reciprocal space of the TMD monolayer has a Cgj, point-group symmetry (a
subgroup of D3;,), which only contains the rotation operations and Mxy. The rotation symmetries require that

(2.50)

. oo o =k =Bk, —VBke+ky )\
Hn(kX/k]/):C;H?]< - 2 yl ; y)c3-

Although the 77K point does not have a mirror symmetry and the time reversal symmetry, they do relate the
k - p Hamiltonian at the nK point with the one at the —nK point. In particular, the yz-plane mirror operation
M, requires o . .

MoHy(ky, ky)Mp = H_;y(=ky, ky). (2.51)

Furthermore, the time reversal symmetry demands

T, (ky, k)T = A2, (<kx, —ky). (2.52)

-1

In order to find out which parameters in eq. (2.49) vanish or are related to each other, it helps to look at the
terms of the Taylor series in this equation separately, which will be done in the next series of paragraphs.

The zeroth order The most general form of the zeroth order k - p Hamiltonian is given by

H,(IO) = aéf + aé(f( + agf( + agZ. (2.53)
(0)
n -
This also means that the eigenstates of H,(IO) are also eigenstates of C3 and the corresponding eigenvalues are
given by

As the k - p Hamiltonian has a C, point-group symmetry, the rotation operator C3 must commute with H

Calyen) =), (2.54)
Ca |9, = exp(2mni/3) [¢7,). (2.55)

5It’s also nice to mention that this perturbation of the Hamiltonian actually has the form k - p (hence the name) where k is the crystal
momentum with respect to the symmetry point and p the momentum operator.
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from this, the effect of the rotation operator on the identity (trivial) and the Pauli matrices can be calculated,
and are given by

Clics =1, (2.56)
At A A 1 N A

CiIRC; = —E(\/éqy +X), (2.57)
AL A A 1 ~ ~

CIVe, = E(\/§qx -Y), (2.58)
Cl72¢,=2. (2.59)

Using eq. (2.50), it is clear that the [ and Z component in the zeroth order expression remains invariant, while
it requires for the X and Y component that

X 1X\/§Y

ay = —an + 71111 (2.60)
1y V3
ag = —Eag - 7176!8(' (2.61)

Both of these equations can only hold if aé( = ag = 0. Thus, the C3, point-group symmetry of the k - p

Hamiltonian requires that the zeroth order expression does not have an X and Y component, but al and af are
free parameters. Using physical intuition, one can express the zeroth order k - p Hamiltonian as

N . Eo o .
A = i+ L0+ 2), (2.62)

where 1 represents the chemical potential and E, the band gap energy. It is convenient to set y = 0 as this term
only shifts the eigenenergies of the system, and this will also be done in the remainder of this chapter.

The first order The most general form of the first order k - p Hamiltonian is given by
AV = (abky +alky ) T+ (aXke +afky ) X+ (aXky + alky) ¥ + (aZkye +aZky) 2. (2.63)

Using the rotational symmetry requirement given in eq. (2.50) and using the relations given in egs. (2.56)
to (2.59), the I component is given by

alky +alk, = %[—ai(kx +V3ky ) +ap (V3ky — ky )] (2.64)

The same expression can be obtained for the Z by replacing I by Z in the equation. The equation has to hold for

all k., k, and this requirement can only be satisfied if al. = ai, =a? = a; = 0. Thus, the first order expression of

the k - p Hamiltonian has no [ and Z component. For the X component, the following equations from eq. (2.50)
can be derived:

aXky +alk, = —31 —aX (ke + V3ky ) +af (V3ke — ky ) |

v3 (2.65)
+ Tn[—a}{(kx +V3k, ) +a) (V3 —ky) |
And similarly for the Y component
alky +alky = _411 [-aY (ke + V3ky) +ay (V3ke — Ky ) |
(2.66)

- ?n[—aff(kx +V3k, ) +a} (V3ky — ky )]

Since these equations have to hold for all k, and k,, separate equations for the k, and k, terms can be set up,
which gives the following equation in matrix form:

-3 V3 —V3n  3n \/[af

V3 -3 -3n —V3n||ay|_

Bn a3 B =0 (2.67)
39 V3p V3 -3 J\ay
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The equations in row 2 and row 3 are equivalent as well as the ones in row 1 and row 4. From the equations in
the first two rows, it can be found that

a; = na};, (2.68)

= -nal. (2.69)

=R

a

Together with the finding that the [ and Z component should vanish, the first order Hamiltonian can thus be
written as " . )

AY =n(alke —alky) X + (alke +a)k,) Y. (2.70)
For the derivation for this Hamiltonian, however, only the rotational symmetry of the Hamiltonian has been
considered®. The Hamiltonian already obeys the time reversal symmetry requirement in eq. (2.52), but the
mirror symmetry (eq. (2.51)) also requires that aY = 0. Using physical intuition, the first order Hamiltonian

can be written as .
AV = ha(nkX +k,¥), 2.71)

where g is the lattice constant, the distance between two nearest transition metal or chalcogen atoms, and t;

represents the effective linear coupling between the conduction band and valence band.

The k- p Hamiltonian up to first order is sometimes called the massive Dirac fermion model and was introduced
by Xiao et al. in 2012 [16]. It should be noted that the effective linear coupling produces an isotropic band
structure around the 1K point. In order to understand this, it should be noted that only the magnitude of the

coupling will affect the eigenenergies of the two bands, which is given by t1a./k2 + ki = t1|k|a. Clearly, the

magnitude of the coupling only depends on the magnitude of the crystal momentum with respect to the nK
point and the band structure is thus isotropic.

The second order To explain the second order terms of the k - p Hamiltonian, it is useful to rewrite the
coefficients of the components as

ah K24y K2+ a) Kok, = ol (K24 K2) + B (K2 = K2) + 2 koky. (2.72)

When considering how these terms change under the rotation operation as shown in eq. (2.50), one will get

ki +ky = ks + k= kP, (2.73)
V3 1
K2 k2 - 7(2kxky) -3 (k2-12), (2.74)
V3 1
2heky = = (K~ K7) = 5 (2keky ). (2.75)

As can been seen from these expressions, the k2 +k§ term will remain invariant. This means this term, analogous
to the zeroth order of the k - p Hamiltonian, will only appear in the [ and Z component. The 2kyk, and k2 — ki
terms, on the other hand, transform exactly like k, and k, respectively under the rotation operator. These terms

will thus appear in the X and Y in a very similar way as in the first order expression of the k - p Hamiltonian.
There is a slight difference though: in order to preserve time reversal symmetry given by eq. (2.52), the solution
similar to egs. (2.68) and (2.69) need to be put in a different from:

B =m%, (2.76)
yY = —npX. (2.77)
After substituting ¥ and )Y in the general expression of the k - p Hamiltonian, and considering the mirror
symmetry requirement in eq. (2.51), it can be found out that y* = 0. Again using physical intuition, the second
order terms of the k - p Hamiltonian can be expressed as
RPkPI+2Z RkPI-Z
2w 2 2my,) 2
v

A® = + by [ (K2 = K2) X = 20k, V], (2.78)

where mZé}l) and m;(hl) are the first order effective masses of the conduction band and valence band respectively,
a is the lattice constant, and t3,, is an anisotropic coupling term, which will be explained later in more detail.

®One may ask whether the rotation in the other direction should be considered. However, this will give the exact same result.
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The masses are called the first order effective masses as these terms appear in first order perturbation theory.
The second order masses can be obtained by applying second order perturbation theory to the off-diagonal
first order k - p Hamiltonian, and the actual effective masses can be acquired by using

1 1 1

) @)
vb/ch mvb/cb vb/ch

(2.79)
m

One of the first derivation of the second order k - p Hamiltonian is given by Rostami et al. in 2013 [27]. The
second order terms contribute to phenomena in the k - p model that cannot be described by the massive Dirac
fermion model. The first order effective mass terms are the first terms in the k - p model that break the particle-
hole symmetry of the system, since usually ng) # —m;(bl). This is different from the second order effective
mass terms, as these terms terms do not break the particle-hole symmetry because

h2E
*(2) _ *(2) _ 8
mcb = —mvb = @ (280)

Furthermore, the anisotropic coupling term t3,, is the first term that break the isotropic behavior of the system
around the nK points. This is, however, not directly clear on first sight as the magnitude of the coupling seems
isotropic:

2 2 . .
\/(ki —K2)" + 4k2k2 = |K] \/cos4(6) +sin%(6) + 25in2(0) cos2(0) 281)

= |k|2(cos2(9) +sin2(6)) = k.

However, the phase dependence is different from the linear effective coupling in eq. (2.71) and this will cause
triangular shaped contours.

Putting together Putting the terms in eqs. (2.62), (2.71) and (2.78) together and setting p = 0, the final
expression for the k - p Hamiltonian is given by

A

iy = “5(1+2) + ha(nke% + ,Y)

RkP2I+72 RKkP2I-2 A . (2.82)
D2 2 * t3ud [(kx - ky)X - zﬂkxkyy] :
cb b

This second order k - p model is the same as the one given in Fang et al.’s paper on the 11-band model (eq.
10) [25], but different parameter names are used. In table 2.3, the conversion from Fang et al.’s parameters to
the parameters in this thesis are shown as well the values for MoS,, MoSe,, WS,, and WSe;. Plots of the band
structure near the 7K point (without SOI) of MoS; and WSe; are given in fig. 2.5. For these plots, the first
principle fit parameters from table VI in Fang et al. are used.

Table 2.3: Conversion from Fang et al.’s k - p parameters to parameters described in this text as well as the converted values

for MoS; and WSey. The energies and couplings are in eV while the effective masses are in 1> Aevl,

material
param. expression MoS, MoSe, WS, WSe;
Eg fo 1.6735 1.4415 1.8126 1.5455
H fi 1.1518 0.9560 1.4073 1.1894

-1

m) B2[2a%(f + f3)] 3.7744 453.6217  0.3593  0.4050
-1

w1203 - )] 03644 04596  0.2865  0.3635

t3w fa -0.0780 —0.0654 -0.0709 -0.0627
Avp fs 0.0746 0.0929 0.2153 0.2335
Ach f6 -0.0015 -0.0106 0.0148 0.0180
m, see eq. (2.85) 0.0614 0.0715 0.0402 0.0442
m, see eq. (2.86) -0.0753  -0.0847 -0.0537 -0.0574
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For small k,, ky 7, the first and second order terms of the k - p Hamiltonian can be treated as a perturbation with
respect to the zeroth order. Second order perturbation theory can be used to derive an approximate expression
for the energy levels of the conduction band and valence band. Anisotropic coupling will be neglected first,
ie. t3p = 0. In that case, the energy levels are quite easy to derive:

Rk?
k] + —L|Kk[%a?, (2.83)

Eop~ Eg + ———
+(1) E
2mcb 8

Rk? 8
L ]

b ~ -
(1) F
vab g

E

(2.84)

From these expressions it is also easy to derive the actual effective masses of the conduction band and valence
band:

1 1 E. 1 2t

il T M h21E ’ (2.85)
me IK[* 1= m, g

1 1 PEs| _ 1 287 (286)
T T N N R T '

Note that these expressions are consistent with egs. (2.79) and (2.80). The numeric values of the effective masses
for MoS;, MoSe;, WS;, and WSe; are given in table 2.3.

Now, consider the effect of anisotropic coupling, i.e. t3, # 0. In that case, the second order correction to the
energy for the conduction band (+) and valence band (-) is given by

o _, t2k[2a® + t2|k[*a* + 20t ts, k2% cos(30)
ch/ob T Eg ’

(2.87)

where 0 represents the angle of the k vector with respect to the x-axis. It can be thus seen in this expression
that the anisotropic coupling causes triangular anisotropic energy contours, but as suggested earlier about
eq. (2.81), this will only be visible if there is an effective linear coupling #;.

2.3.2 Spin-orbit interaction

As discussed in the 11-band model, the z component of the spin is (approximately) a good quantum number
due to the My, symmetry. Furthermore, the splitting at the —nK points is reversed with the respect to the
splitting at the K points. The spin-orbit interaction can therefore be described with the following Hamiltonian:

I-z
2

I+

7 A
5 SZ +7]Avb

S., (2.88)

Hsor = nAa

where S, is the Pauli-Z matrix acting in the spin space, and A, and Ay, represent the strength of the spin-orbit

interaction of the conduction band and valence band respectively. This is related to the energy splitting at the

nK point according to

Ecojov,t = Ecpjon
> .

Note that A., can be negative since it is possible that E.; 1 < Ep,j. The source of this are the p-orbitals at the
chalcogen atoms, as already demonstrated in the 11-band tight binding model discussed in section 2.2.

Acbjob =1 (2.89)

Using the fit parameters in Fang et al., The band structures near the +K point of MoS; and WSe; are visualized
in fig. 2.6. It can clearly be seen from these figures that MoS; has a crossing of the spin-up and spin-down
conduction band, whereas WSe; does not have such a crossing. In order to explain this difference between
MoS; and WSe;,, Two things need to be shown: (1) the condition when the spin-up band is lower in energy than
the spin-down band at the +K point, and (2) the fact that the spin-up band seemingly has a lower effective mass
than the spin-down band at the +K point. The first condition is already explained earlier and this is satisfied
when Ay < 0. The second condition is more tricky and requires to apply third order perturbation theory. To
keep the expression simple, the anisotropic coupling term will be ignored®. Treating the spin-orbit interaction

’Small ky, ky, implies that the first and second order terms of the k - p Hamiltonian are much smaller than the bandgap.
8 Anisotropic coupling does not affect the effective mass at the +K point anyway.
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Figure 2.5: Contour plots of: (a) the conduction band of MoS; (b) the valence band of MoS; (c) the conduction band of
WSe»; (d) the valence band of WSe;. These plots are exact solutions of the Hamiltonian near the +K point given in eq. (2.82).
Note that SOI has not been included. The anisotropic coupling effect is particularly visible in the valence band.

given in eq. (2.88) as an additional perturbation, an approximate expression can be derived for the eigenenergy
of the conduction bands using third order perturbation theory and is given by

L 2k (1/2m) = 1/2m75") + Aoy = Acb)s

E, l , (2.90)

where s is either +1 or —1 representing the spin-up band and spin-down band respectively. The effective mass
at the +K point (1 = 1) of these bands is thus given by

1 24242 _
=—5 + . (1 4 Aot AC”S). (2.91)
k=0=1 MM, hEg Eg

Ecps ® Eg + Acps +

(1) E
Zme 8

1 _ l azEcb,s
mi, B2 Ik

As discussed in the earlier sections, the spin splitting of the conduction band is smaller than that at the valence
band, i.e. [Acp| < [Ayp|. Furthermore, the energy splittings of spin-up and spin-down are much smaller than
the bandgap energy, i.e. [Al, [Aop| < Eg. Using this information, it is clear from eq. (2.91) that the effective
mass of the spin-up (s = +1) band is lower than that of the spin-down band (s = —1), regardless whether A is
positive or negative. It can thus be concluded that crossing of spin-up and spin-down in the conduction band
will occur if Ay < 0.
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Figure 2.6: (a) The band structure near the +K point of MoS;. Red indicates spin-up bands while blue indicates spin-down
bands; (b) zoom at the minimum of the conduction band of MoS; indicated with rectangle in (a); (c) The minimum of the
conduction band near the +K point of WSe,. Unlike MoSy, there is no vanishing SOL

It is useful later on to have an effective Hamiltonian of the spin-up and spin-down conduction band when
superconductivity will be included in the system. This can be done by calculating the third order energy of the
spin-up band and spin-down band separately and use them as diagonal elements of the effective Hamiltonian.
As mentioned several times earlier, the z-component of the spin is a good quantum number and thus there
should be no coupling between these two bands. Furthermore, it is assumed that |k| is so small that all terms
of order |k|* or higher can be neglected and this results in an effective Hamiltonian given by

) 121k[2 . t2k[2a? + 20ty tay [k[2a® cos(30) At — A A
Hefy = Eg + ﬁ +NAcpS: + E;” 1+7 thg @g.|. (2.92)
cb

In literature about Ising superconductivity such as Wang et al.[19], the spin-independent anisotropic term
2nt1t3w |k|3a3 cos(30) /E ¢ is left out as this term does not significantly change the band structure when com-
paring with the valence band. This also simplifies analytical analysis, which will be done in more detail in
section 3.2.2.
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Chapter 3

Ising superconductivity

In this chapter, the concept of Ising superconductivity will be explained. The main difference of Ising super-
conductivity with respect to conventional superconductivity is that Ising SOI needs to be included (hence the
name). In this thesis, a general model for (s-wave) superconductivity will be provided in section 3.1 using
Bogoliubov-De Gennes (BdG) formalism. In the next section (section 3.2.2), the model will also be applied to
the k- p model of the TMD monolayer explained in section 2.3. Although the k- p model makes it much simpler
to analytically analyze the TMD monolayer to a limited extent, it is more convenient to use numerical models,
which will be done in the next chapter. In the second-last section (section 3.3), more details will be given about
the topological phase in Ising superconductors. This will not be an extensive discussion about topology, but
rather the conditions for topology will be specified. In the last section, the findings obtained from the BdG
formalism will be compared to scientific literature.

3.1 Basic theory on superconductivity

The source of superconductivity in many-body systems is a small attractive interaction between electrons due
to electron-phonon interaction [28]. Such a weak attraction causes electron pairing near the Fermi surface and
these electron pairs have a lower energy than two separated electrons near the Fermi surface. An attractive
interaction thus causes the Fermi sphere to break down as it is higher in energy than paired electrons. According
to the BCS theory [29], the pairing should be between electrons with opposite crystal momentum and spin in
order to minimize the energy. These pairs also known as Cooper pairs. Furthermore, it is assumed that the
attractive interaction is isotropic and thus independent of the crystal momentum of the electrons. However, it
should also be noted that the attractive interaction is only between electrons that are close to the Fermi level
due to the fact that phonons can carry only a limited amount of energy called the Debye energy. Cooper pairs
and isotropic interaction are the foundation of conventional s-wave superconductivity this will also be applied
to Ising superconductors.

3.1.1 Hamiltonian

The Hamiltonian of a superconductor consist of two parts: the normal phase Hamiltonian and the Hamiltonian
for the attractive interaction. Using the two postulates of s-wave superconductivity mentioned in the beginning
of this section, the Hamiltonian can be expressed like

A A A A At At A A
A=3"30 ((0, WIANK) 0, 1) = 10000 ) Ehormlian =V D\ EhtwhemCoapninn
k o' ,n’;on k1n',n (3.1)

= Hp + Hint,

where u is the chemical potential, V is the isotropic attractive interaction, and élt‘m (¢y,,) is the creation (an-
nihilation) operator for an electron with crystal momentum k, spin o and orbital n. Note that the summation
is only over states that lie close enough to the chemical potential, due to the fact that phonons only have a
maximum amount of energy to couple Cooper pairs. The second term of the Hamiltonian represents the
interaction between two different Cooper pairs. Due to the fact that this term has 4 creation/annihilation oper-
ators, it is not possible to exactly solve the Schrodinger equation, i.e. finding the eigenvalues and eigenvectors
of the Hamiltonian. However, a mean field approximation can be performed, so that this term only has 2
creation/annihilation operators left, which makes diagonalization of the Hamiltonian possible. To this end,
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define

by = <Z E i aan> : (3.2)

n

The trick is then to add and subtract by from the ), ¢ terms in the interaction Hamiltonian. The idea is

“1nCxtn

2
that 30, ¢, | €, only slightly deviates from it’s mean given by by, so that (Zn  gepnCotn ~ bk) is negligible.
The interaction term of the Hamiltonian after mean field approximation is thus
A==V ) (b; [Z EpnCian| + b1 D et | - b;bl). (3.3)
k1 n n
Next step is to define the superconducting pairing’ as
A=V b, (3.4)
1
so that the interaction Hamiltonian can be simplified further to
2 * A AT At *
Aine = = 3" (A€ iy + Ak, Ehr, = AL (3.5)

k,n

Using the commutation relations for electron creation/annihilation operators, the normal phase and interaction
Hamiltonian can be rewritten as

ZZ Z (o', n'|Hy(K) |0, 1) — udgr 50u n) (ckg wCron — ck(mck‘j w T 06,60m n) (3.6)

o’,n’;omn

it = 5 Z [A (Cern i = Coieinicin) + A(E nbhan = Ehanicin) +2463] (3.7)
k,n

and that the total Hamiltonian can be rewritten as

1Ay A Te[Av-pl] (AP
A= Zk: CHApacC, + 5 o (3.8)
where
A [aA R . ot T
Cy = [cle,...,can,ck“,.. ckln, le,... an, kll,...,c_kln] , (3.9)
and . . )
. HAn (k) — uéo® I, —iAG, ® I,
HApac (k) = . 0 . y -, 1
B (K) iNG, ®1, ~H,(-k) + péo ® I (3.10)

which is also known as the Bogoliubov-de Gennes (BdG) Hamiltonian. Further, 6o and 6, are the identity
matrix and Pauli-y matrix in spin space respectively, and I;, is the identity matrix acting in the orbital space.

The next step is to diagonalize the BAG Hamiltonian. By calculating the eigenvalues and eigenvectors of the
BdG Hamiltonian, the BAG Hamiltonian can be rewritten as

Hpac (k) = UxDpac () US, (3.11)

where U is a matrix with all normalized eigenvectors in the columns and Dpac is a diagonal matrix with all
the corresponding eigenvalues. The total Hamiltonian can then be rewritten as

N R U |A| G L G
=5 > PiDpac ()P, + ——— t5 =5 Z exibiibit— 5+t (3.12)
k

where I3 = Uk Ck, and p]t ; (P, ;) is the new creation (annihilation) operator for quasi-particles and quasi-holes
in the superconductor, which are sometimes called Bogoliubons. As the basis of the original BdG Hamiltonian
in eq. (3.10) contains both particles and holes, so does the diagonalized Hamiltonian. In order to find the

ground state and the exited states of the Hamiltonian, this has to be kept in mind: if a quasi-particle in stat i

1The superconducting pairing may be a complex value, but since only a single bulk TMD monolayer will be studied, the phase will not
be interesting.
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is present, then there is no quasi-hole in state i. However, if a creation operator for a quasi-particle is known,
then the creation operator for the corresponding hole can be found using the particle-hole symmetry of the
BdG Hamiltonian, which says

PHpac()P = —Hpac(-k), (3.13)

where, in this case, # = 1, K, with 1, the Pauli-x matrix in particle-hole space and K the complex conjugation
operator. So if the creation operators create a quasi-particle with energy ¢y ; > 0, then there are creation
operators Si’pik that create the corresponding quasi-hole with energy —¢y ;. Therefore, in order to find the
ground state, all the quasi-hole creation operators should be converted in to quasi-particle creation operators
using the fermion commutation relation {p, §} = 1. The total Hamiltonian with only the quasi-particle creation
operators is thus

. . 1 Tr[ﬁN—[,tf] |A|2
H= Z Ek'i(plt,ipk,i - E) + f + 7 (314)

e,i>0

From this expression, it can be found that the ground state energy of the superconductor is given by?

T[AN] a2 1
Eg = T + 7 - E Ek,i- (315)

Furthermore, the excitation energies of the superconductor are ¢y ; > |A|. Unlike in normal conductors, where
excitation energies are infinitely small, superconductors will have hardly any scattering (and therefore zero
resistance) as a minimum energy of |A| is required to perturb the ground state of the superconductor.

3.1.2 Obtaining the weak-coupling limit

In order to find the superconducting pairing A, the free energy needs to be minimized. The obtained super-
conducting pairing should also be consistent with the self-consistent gap equation (eq. (3.4)). This equation,
however, may give non-trivial solutions (A # 0), which do not globally minimize the free energy. On the other
hand, the self-consistent gap equation can be used when the isotropic interaction V needs to be calculated, if
Ao, the superconducting pairing at zero temperature and field, is known. Using the definitions specified earlier
in section 3.1.1, the expression of by can be rewritten as

b = - <Z @an 6—kln> = - <Trtopright [Ckélt] > = — Triopright [l:[k <pkplt> l:[;i] , (3.16)

n

where Triopright indicates that the trace should be applied to the top right n X n submatrix of (Afk(flt, which is a
4n X 4n matrix. To evaluate <15k151t>, note that the diagonal matrix elements are simply unity minus the average
occupation of the quasi-particles or quasi-holes, which can be calculated using the Fermi-Dirac distribution.
On the other hand, the off-diagonal elements should be zero as eigenstates of the BdG Hamiltonian do not
contribute to the average of a creation-annihilation pair of two different states. The matrix elements of <15k131t>

are thus given by

0 ifi#]
<ﬁk,iﬁ1t,j> =11- o ifi=j
exp(—kB—’;.)+l
(3.17)
0 ifi# ]
= exp(—%)-'-l ifi = ]

where kp is the Boltzmann constant and T is the temperature. A problem of using the self-consistent gap
equation to calculate V, however, is that it does not look efficient: only the diagonal of a small upper-right part
of the matrix is actually used. Fortunately, there is a better way to get V given Ay, but this requires to minimize
the free energy as well and the method will be explained later in this section.

From the final Hamiltonian in eq. (3.14), the grand partition function can be derived and is given by
Ty —pl] jap

€k, i
> | T HOZCOSh(szT). (3.18)

Zor = exp| —

5k,i>

2The chemical potential i should not be included when finding the ground state. It is only there for convenience the free energy will
be calculated later on.
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From this, the free energy® can then simply be calculated by

® = ~ksTlog(Zg/) = M + '@'2 keT > 1og(2cosh(2kBT)) (3.19)

Ek,>0

For the purpose of finding a A that minimizes the free energy the trace term Tr [H N —ul ] /2 can be left out as
it does not depend on A. Furthermore, as cosh is an even function, it simpler to sum over all eigenvalues and
divide the result by two. This is equivalent as the particle-hole symmetry requires that if there is a quasi-particle
with energy ¢, then there is a quasi-hole with energy —¢. The expression for the free energy will thus become

- (2cosh( 527 ))
o= v kB T Z log(2 cosh sz T (3.20)
For low temperatures, cosh (¢ i/2kgT) =~ exp(|ek,i|/2kgT) /2. so that the free energy in that limit becomes
_1AP |ex |
O~ Z o (3.21)

k,i
This is also the exact value of the free energy if T = 0.

As mentioned earlier, the free energy expression can be used to find V given the superconducting pairing Ag in
case of zero temperature and zero field. To this end, the free energy (using the expression for low temperatures
eq. (3.21)) needs to be minimized by taking the derivative of eq. (3.20) with respect to |A|. This gives the
expression

0D _ 2|A] 1 dlexi|

NAllama V' 447 dIAl

=0. (3.22)

|Al=]A0]

This still requires to find an expression for d|ey i|/d|A] ||A| ol Fortunately, because of the absence of a
=|Ao

magnetic field, the normal phase Hamiltonian is time reversal symmetric and this gives a relation between the
normal phase eigenstates for opposite k, as

Hy () =7 An (-7, (3.23)

The time reversal operator is given by
7 = (i, ® 1) K. (3.24)
Thus, if there is a quasi-particle in the normal phase with crystal momentum k, then the time reversal symmetry
requires there is a quasi-particle with opposite momentum and spin with the same energy. But these quasi-

particles form a Cooper pair together, which means that the BAG Hamiltonian can be block diagonalized such
that the blocks look like ,
in  Ae'? )

HBdG(k/ 7’1) = (A*e’—i(p _ék 7
N

where &y, represents the the nth eigenvalue of the normal phase* at crystal momentum k, and ¢ is some
phase. The eigenvalues of this block are given by

€l = 2L+ AP, (3.26)
— = 312 (3.27)
o (JE5, + |A0|2

From this expression, that it is easier to find V in terms of Ag than with the method explained in the beginning
of this section, as only the eigenvalues of the normal phase Hamiltonian are required in addition to Ag. The
sum over k in the expression can also be converted into an integral as the possible crystal momenta form a
continuum in large systems and this gives

(3.25)

so that eq. (3.22) can be rewritten as

hwp

Nu(O)dE
=1 Z f (3.28)
—hmD \’ 52 + |A |2

3Since the Hamiltonian describes an open system with constant T and y, it also also known the grand potential, but in the literature, it
is usually called the (Landau) free energy.
4This eigenvalue is the energy of the nth band with respect to the chemical potential p.
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where N, (&) represents the density of states (DOS) for the nth band, and wp is the Debye frequency. As
explained earlier, the attractive interaction between Cooper pairs is due to electron-phonon interaction and the
maximum energy of the phonons iiwp determines the cutoff energy of the integral. Assuming that the density
of states of all the bands are roughly constant in the interval [-iwp, hwp], the integral can also be evaluated so

that .
WD
hwp
— Zsinh- (3.29)
Neot (O)V — f Sl ( A )
tot( ) _th /£2+|A E [Aol

where N;ot(0) = >, Ny (0) represents the total density of states at the chemical potential. In most super-
conductors N;¢(0)V < 1, which is also known as the weak-coupling limit. In that case, it can be found
that

2
|Aol = 2hwp exP(—W). (3.30)

This equation holds for any (time reversal symmetric) system with conventional s-wave superconductivity.
Note that the weak-coupling limit can also be achieved by imposing |Ag| < hwp.
3.1.3 Universal critical temperature

At finite temperatures, the general free energy expression (eq. (3.20)) should be used instead. Minimizing the
free energy by taking the derivative with respect to |A| gives

th
e N s P
A ) 2T ) ez v a2

Using this expression, an universal expression for the critical temperature of all conventional s-wave super-
conductors can be derived. At the critical temperature T, the superconducting pairing A should become zero.
Again assuming that the density of states of all the bands are roughly constant in the interval [-hwp, hwp],
one can rewrite the expression as

(3.31)

hwp

2 1 EIESNE T
Nt OV~ 2 f ta“h(szTc g = M) T (3.32)

—hwp

where y = 0.577 ... is the so-called Euler’s constant. Working out further gives

| Aol
1.764

2e? N
kBTC = 7th€ Niot OV =~ (333)

where the weak-coupling limit (eq. (3.30)) has been used in the last step. This equation fixes the ratio between
the critical temperature and the superconducting pairing in the weak-coupling limit and is valid for any material
with conventional s-wave pairing as long as N, (0)V < 1.

One may be concerned whether the A that minimizes the free energy given by equation eq. (3.31) converges
when the Debye energy diverges. By carefully analyzing the equation, it can be found that this is indeed the
case and the analysis is given in appendix A.

3.2 Critical magnetic field

In the previous section, it has been shown that there is an universal relation of the critical temperature: eq. (3.33)
applies for any time-reversal symmetric normal phase Hamiltonian in the weak-coupling limit. For the critical
magnetic field, however, there is no such universal relation, and it depends on the SOI of the material what the
critical field will be. In this section, the critical field of a simple 2D free electron model will be discussed first

3.2.1 2D free electron model

The normal phase Hamiltonian of the 2D free electron model without external field is given by

21.2
Ay = (h L y)éo. (3.34)

2m,
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When an external field is applied to the system, the two spin states will be split, which is also known as the
Zeeman effect. The Hamiltonian due to this external field is given by

N 1 . N
Hzeeman = EHBgeO' “Hext = tup6 - Heyt, (3.35)

where & = [6x,8y,06:]", up is the Bohr magneton and g, ~ 2 is the gyromagnetic ratio of the electron spin.
Plugging the sum of the normal phase Hamiltonian and the Zeeman Hamiltonian in the BAG Hamiltonian
(eqg. (3.10)) gives

P+ ppH.  pp(Hy - iHy) 0 -A
5 Hy+iH,) ZE—p—-upH A 0
HBdG = [Ll ( X ! y) 2m, H* "lB z th ' (336)
0 A +p - ppH:  pp(—Hy - iHy)
212
—A* 0 pB(—Hx +iHy) %5+ pu+ upH,
The eigenvalues can be derived analytically and are given by
e )
€k = |upHext £ \/[ T ] +1A[%, (3.37)

where Heyt = (/H2 + H; + H2. Plugging these eigenvalues in the expression of the free energy (eq. (3.20))
results in

2
uBHext +S\/ FLZkz ] + |A|2

1A2
T log| 2 cosh .
D= Vv — kg Z og| 2 cos szT (3.38)
k,s=+1
Taking the derivative with respect to |A| and equating this to zero gives the following expression
I 2 1 aHens + s [22 - ] " + 142 s
_8|A| = V - E tanh 2kaT 5 = 0/ (339)
B VB -] e
and converting summation into integration gives
hmD 2 2
Z f HBHext +e T +HIAIT) s (&)dE (3.40)
V T4 2kpT ' '
5L f0p ’ VE +1AP

In the weak-coupling limit, egs. (3.30) and (3.33) can be recovered from this equation.

The critical field H, at zero temperature with respect to the pairing at zero temperature and field |Ag| depends
on the type of system. In case of the 2D free electron model, if T = 0, A = Ay, eq. (3.40) will reduce to eq. (3.29)
as long as ppHeyt < |Aol|. This suggests that at zero temperature, the free energy has an extrema at A = A¢ as
long as upH.xt < |A¢|. However, this does not always mean that the global minimum of the free energy is at
that point: the normal phase A = 0 may minimize the free energy as well. Therefore, in order to find the critical
field at zero temperature, one need to compare the free energy of the superconducting phase with that of the
normal phase. At the critical field, the difference in free energy should vanish so that

Dy — Ds _/Vtot(o)z f ([JBH +5 ’52+|A0|

s=+1_
Assuming that upH, < |Ag| < hwp, working out the integral gives

A2 hawp + ]/ (hlwp)® + | Aol?
2Bl (wn)? + 180l + Aol Tog ~ (upHo)? — (hwp)®.  (3.42)

Niot (O)V |Aol

|Aol?

=0. (3.41)

— |upH, +S|5||)d5 -

In the weak-coupling limit, 2/ N}, (0)V can be substituted using eq. (3.30). As |Ag| < hwp in the weak-coupling
limit, the expression can be written as a Taylor series. When hwp — oo, the Taylor series will reduce to

(3.43)



Substituting the |Ag| for the expression in eq. (3.33) gives
upHe ~ 1.247kgT,. (3.44)

This expression of the critical field is in agreement with that of Clogston [30], and this is commonly known as
the Pauli paramagnetic limit.

3.2.2 Superconducting TMD monolayers
The BdG formalism can also be applied to the k - p model of the TMD monolayer in section 2.3. The effective

k - p Hamiltonian given in eq. (2.92) can be rewritten as

g (k) = AK* + [nB + nCk* + (k3 - 3k,k3) D] 8. = Ak* + f(k, 1, B,C, D)S:, (3.45)

where k = ,[k2 + ki and A, B, C, and D are the material-dependent parameters that can be determined using

eq. (2.92). As stated at the end of section 2.3.2, the spin-independent trigonal warping term can be left out to
simplify analysis and this is done here as well.

Deriving the superconducting gap as well as the critical field and temperature can be done in a very similar
way as in the 2D free electron model in section 3.2.1. The BAG Hamiltonian of a TMD monolayer is given by

Heﬁ,n(k) + HZeeman — udo _iAUy

Haac () = [ iA*éy _He},—q( k) - H%eeman + y60:| .

(3.46)

The eigenvalues can be calculated analytically if the field has no component perpendicular to the TMD mono-
layer, i.e. it is a fully in-plane field. In that case the eigenvalues are given by

ek = i\/ 24 f2+ (upHewt)* + 1A% & 2\/51{ [£2 + (uBHext)?] + 1A (upHext), (347)

where & = Ak? — pand fix = f(k,n,B,C,D) from eq. (3.45).

Just as for the 2D free electron model, an expression for the free energy can be derived and minimized it by
setting the derivative of the free energy with respect to the superconducting gap to zero. When the temperature
and external field are set to zero, one can derive that

2_1 1 f Niot(O)dE (3.48)

v 2 Z [c2
k,seSx \/(|§k|+s|fk|)2+|A0|2 —hwp &2+ Ao |2

where Sy can be either a set with —1 and +1 as elements or —1 as only element. It depends on the energies in
the normal phase which set should be picked as these may not lie too far away from the chemical potential.
When converting the sum in eq. (3.48) into an integral, one will recover eq. (3.29). Similarly the expression for
the critical temperature will be

hwp
2 ||ék|+s|fk||) 1 f &\ Mot (£)dE
= = tanh == tanh , 3.49
2kZES ||ék|+s|fk|| : ( 2k5 T, 2, an (szTC) B (349)

which is the same equation as eq. (3.32) when the sum will be properly converted into an integral.

3.3 Topological phase

The possibility of topological superconductivity in TMD monolayers has recently been described by Wang
et al[19]. A non-trivial topological superconducting phase will occur if there are k points (also called nodal
points) in the superconductor where the energy gap between particle and hole excitations vanish. In normal
superconductors without any external field, this does not occur as it is known that in that case the gap between
particle and hole excitations is at least 2|A|. The gap could be closed by means of an external field, but making
the field too large will break superconductivity. In case of the 2D free electron model, closing this gap at zero
temperature is not possible as the required field strength exceeds the Pauli limit. Ising superconductors, on the
other hand, have an enhanced critical field which increases the likelihood to find topological phases. In terms
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of BdG formalism, the nodal points can be found at the k points where the eigenvalues become zero. Using
the result of the k - p model, nodal points are found when

&2+ f2+ (upHext) 2+ 1A12 = 2\J€2[ £2 4 (upHexr)?] + AP (u5Hent)? = 0. (3.50)

And solving this equation for &7 gives
& = (upHext) + f2 = A1 £ 2i|Al| . (3.51)
In order to have real solutions, either A or fx should be zero. However, A = 0 implies that there is no

superconductivity so in order get topological superconductivity, the spin-orbit splitting term fi should vanish.
This means that the nodal points should satisfy the following two equations:

nB + nCk* + Dk> cos(36) =0, (3.52)

A = 1 (usHe)? — 1012 (3.53)

These equations are equivalent to equations (4a) and (4b) in Wang et al[19].

With the first equation, a minimum and maximum of k can be calculated at which nodal points can be calculated.
The k? term makes solving exactly tricky, but using the method described by Wang et al., one can approximate
eq. (3.52) as

B 1D cos(30) B 1D cos(30) ( B\3/?
2 B _HEEOSOM) s B HECOSIY) (B
R=-c e~ 2 g c) . (3.54)
Defining k% = —-B/C > 0 and noting that D/C < 0, the minimum and maximum of k? are given by
D
R =K1+ Sho), (3.55)
D
max = kz( - EkO) . (3.56)
This means that nodal points can be found when
AK2 = min < P £ \/(pBHext)z —|AI? < AK2,0y = tmax- (3.57)

In Wang et al., a distinction is made when the equation holds for both + and — or only for one of the two signs.
These will be called the twelve and six nodal point topological superconducting phase respectively. The region
of the chemical potential where SOI vanishes is given by (tmin, {max) and will also be called the vanishing
region. As mentioned in the introduction, it is expected that the critical field is suppressed in this region.

3.4 Comparison with literature

A paper where BdG formalism is used to calculate the critical field is He et al.[31], although their expression
of the free energy (equation (1)) differs from eq. (3.20). It can be shown, however, that these equations are
equivalent. By using cosh(x) = [exp(x) + exp(—x)] /2, eq. (3.20) can be rewritten as

®= ﬁ - lkBTZ [i + 1og(1 + exp( k;‘}))] (3.58)

However, 3y ; €k,i/4 = 0 due to the particle-hole symmetry of the BdAG Hamiltonian, and equation (1) of He et
al. will be recovered. In He et al.’s expression, nothing is mentioned about a cutoff energy. The origin of the
cutoff energy has already been explained at the start of the chapter and should already be considered when
expressing the Hamiltonian in eq. (3.1).

The derivation of the BAG Hamiltonian in section 3.1.1 is somewhat similar to the Bogoliubov-Valatin [32, 33]
transformation method explained in Tinkham [34]. The main difference, however, is that a ‘trial transformation’
has been used to diagonalize the Hamiltonian in Tinkham, while the BAG formalism explained in section 3.1.1
actually describes a method to find the canonical transformation that diagonalizes the Hamiltonian. An other
difference is that the expressions involving density of states are a factor 1/2 off compared to the expressions

SAll summations in He et al. have 1/V (inverse of volume) prefactor in order to obtain energy per unit volume, but for computational
purposes and the fact that no positional dependence is assumed, this factor is not relevant in this thesis.
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in this thesis. Examples include the expression of the superconducting gap at zero temperature and field in
the weak coupling limit (equation (3.34) in Tinkham, eq. (3.30) in this thesis), and the integral expression for
the critical temperature (equation (3.51) in Tinkam, eq. (3.33) in this thesis). The reason of this discrepancy
has to do with how density of states is defined: in Tinkham, the density of states only involves the spin-up
or spin-down particles®, while in this thesis, N;,(0) is the total density of states including both spin-up and
spin-down. The additional factor 1/2 in front of N, (0) in this thesis is therefore an appropriate correction
to the expression in Tinkham. It is also worth to mention that eq. (3.31) is equivalent to the self-consistency
equation (3.50) derived in Tinkham.

6The derivation in Tinkham is also assumes that there is no SOI.

28



Chapter 4

Numerical model

This chapter introduces a numerical model of the TMD monolayer, which is based on the BAG formalism
explained in the previous chapter. The main purpose of this model is to find the critical field as function of
chemical potential and Ay, and topological phase diagrams as function of temperature and external field can
also be found. In section 4.1, a description of the model will be provided. Although the numerical analysis
in this research has been done with python, the description of the model will be more general so that it can
also be applied to other languages. In section 4.2, the model will analyzed critically. This includes the input
values of the model, whether the superconducting pairing converges to a specific value in the weak-coupling
limit, the uncertainty of the calculations, and the results of the model in the case of no spin-orbit interaction.
In section 4.3, the results (i.e. the critical field and topological phase diagram) of the model will be displayed.
There will also be a brief discussion how these results can be related to experiments.

4.1 Description of model

The procedure of calculating the critical field consists of roughly 4 steps:

1. obtain the k - p parameters for the Hamiltonian of the conduction band given by eq. (3.45);

2. generate a grid of k-points and filter all energies at those points that lie too far away from the chemical
potential;

3. set the temperature to zero, and find the superconducting pairing as a function of external field by
minimizing the free energy;

4. find the critical field by finding the the external field for which the superconducting pairing vanishes.

In the next subsections, these steps will be discussed in more detail. Step 1 and 2 are also applicable when one
wants to plot a topological phase diagram. From there on, one needs to obtain A by minimizing the free energy
as function of temperature and external field. The phase at a specific temperature and external field can then
be determined by the question if A is zero and if there are nodal points according to eq. (3.57).

41.1 k-p parameters

As can be seen in eq. (3.45), the k - p Hamiltonian can be described by 4 parameters A, B, C, D that are material
dependent. In this research, MoS;, MoSe;, and MoTe; are investigated and the values of the 4 parameters for
these materials are shown in table 4.1. These values are based on the calculated parameters from Wang et
al.[19]: the values for MoS; and MoSe; are derived from the k - p model described in Fang et al.[25], while the
values for MoTe; are based on the k - p model described by Kormanyos et al.[35] For all three materials, the
Lowdin partition method has been used [36]. An other derivation of the k - p parameters A, B, C, D has been
explained in section 2.3. Using this method, the same values for B, C, D can be found for MoS, and MoSe,.
For MoTe;, the correct values B, C, D are more difficult to obtain due to the extra spin dependence of the k - p
parameters in Kormanyos et al., but the results can be retrieved when taking the average. The values for A,
however, may differ as the Léwdin partition method gives a different spin-independent term [36].

From the k - p parameters, one can also derive the vanishing region (timin, tmax), Which is important to explain
nodal topological superconductivity. These values can be computed using egs. (3.55) to (3.57) in section 3.3,
and are shown in table 4.2. The vanishing region is also calculated by Wang et al.[19] (table 1), but the values
slightly differ as Wang et al. used an additional approximation.
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Table 4.1: The 4 parameters A, B, C, D of eq. (3.45) for MoS;, MoSep, and MoTe;. Values are based on Wang et al.[19]

A[eVA’] BleV] CleVA'] DI[eVA’]

MoS; 8.1063 —0.0015 0.3645 -0.1570
MoSe; 6.3500 —0.0106 0.5018 -0.2279
MoTe, 6.1451 -0.0180 0.6964 —0.6575

Table 4.2: The vanishing region for MoS, MoSep, and MoTe,. All values are in units of meV and are calculated from
egs. (3.55) to (3.57).

MoS, MoSe, Mole,

Umin  32.4 125.3 134.7
Umax 343 143.0 182.9

4.1.2 k-point generation

Initially, a grid of k-points can be generated by taking the Cartesian product of equally spaced k, values,
equally spaced k, values and the two different valleys n = +1. The values for both k. and k, will go from
—kmax t0 kpmax, and ky,qx has to be large enough so that all k-points are considered that have energies that lie
close enough to the chemical potential. At the same time, k,,» must not be too large in order to minimize
noise and computation time. In order to find a good upper bound, one can equate the (lower) eigenvalue of
the Hamiltonian in eq. (3.45) with the maximum energy E,» = u + Ep, which gives

Emar = Ak + (B + Ck2, ) 2 Dy (4.1)

where + must be replaced with either a + or a — such that it maximizes k4. Solving the equation for ky, is
tricky due to the cubic trigonal warping term, but a similar trick can be done as in section 3.3 when finding the
minimum and maximum k for nodal points. Neglecting the trigonal warping term gives a maximum given by

|Emax — B
kO,mux = Zgi C_/ (4.2)

where —B in the numerator and —C in the denominator can be justified by the fact that B < 0 and C > 0. By
using the fixed point method, an upper bound for k,,, can be found, which is given by

Eax — B - DK3 2
Kmax z\/ e < koaxy1- 225D, (4.3)

The upper bound can be justified by the fact that D < 0 and |A| > |B|, |C|,|D|. The latter condition ensures
that the next iteration of the fixed point method will shift the value for k;,,,x much less than the previous one,
hence the factor 2 in the upper bound.

Once the grid has been generated, the k-points need to be filtered such that only energies that are close enough
to the chemical potential are considered, that is

u—hwp < e < u + hwp. (4.4)

Filling in the expression for the eigenvalues of the BAG Hamiltonian of the TMD monolayer, and setting A and
the external field to zero, this condition will become

[ €kl + s|fl| < hawp, (4.5)

where &y and fi have the same definition as in eq. (3.47) and s = +1. Only the k and s that satisfy eq. (4.5) will
be considered in the calculation of the free energy.

An example of filtering the k-grid for Mole; is demonstrated in fig. 4.1. From fig. 4.1a, it can be seen that the
chemical potential u is set at 0.25eV and hwp = 0.05€eV. The selected k points in case of = 1 are indicated
in fig. 4.1b', which displays an triangularly distorted annulus that lies inside the bounds [—kx, kimax] for both
ky and k,. Note that set of k-points that satisfy eq. (4.5) for s = +1 (red region in fig. 4.1b) must be a subset of
the k-points that satisfy eq. (4.5) for s = -1 (yellow + red region in eq. (4.5)).

1The case 7 = —1 only inverts the distorted annulus shape around the point k = 0.
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Figure 4.1: Demonstration of filtering of k-points. (a) Visualization of the lowest conduction band of MdTe, around the
K-point obtained from the k - p Hamiltonian. The red band is spin-up, the blue band is spin down. The chemical potential
(black dotted horizontal line) and the Debye energy (light blue region) are indicated in the figure as well. (b) Grid of
k-points after filtering, using the chemical potential and Debye energy shown in (a). The blue region are k-points that are
filtered away, the yellow region are the k-points that satisfy eq. (4.5) for s = —1 only, and the red region are the k-points
that satisfy eq. (4.5) for both s = —1 and s = +1. The upper and lower bound for both kyx and ky in the figure are kyqx and
—kmax respectively, where kyqx is defined in eq. (4.3).

4.1.3 Minimizing the free energy

Using the k-points after filtering, one can now calculate the free energy for any temperature T, external field
H.yt, and superconducting pairing A using the general expression given by eq. (3.20), and the expression for
the eigenvalues given by eq. (3.47). The temperature and external field can be chosen freely, but A must be such
that it minimizes the free energy. In order to find A, one needs first to find an expression for the interaction
strength V, which can be calculated using eq. (3.27). This expression requires the (maximum) superconducting
pairing Ag at zero temperature and field, which will be assumed to be known in this model. Once an expression
for V has been found, one can express the free energy as a single variable function ®(A) while the temperature
and external field will be kept fixed. The A that minimizes the free energy should lie between 0 and A.

Finding a global minimum of a single variable function in a constrained domain is possible and an algorithm
is described by Brent in his book in chapter 6 [37]. This algorithm, however, requires an upper bound of
the second derivative of this function. In order to find this upper bound, note that the free energy given by
eq. (3.20) consists of two terms: a positive |A|?/V term and a negative summation term. Using the eigenvalues
given by eq. (3.47), it can be derived that the summation term will grow linearly with |A|. This implies that
the second derivative of the free energy with respect to |A| will converge to 2/V as |A| — oo. This, however,
does not guarantee that the second derivative will stay below 2/V for low |A|, so it is required to look at the
expression in more detail. At zero temperature and external field, the second derivative of the free energy can
be expressed as

(1€l +s|fil)?

2
f— < I7
32 = v

kazh 2(1A1 + (1€l + 51 fd)?)

Thus at zero external field, 2/V is an appropriate upper bound for the second derivative of the free energy.
However, this upper bound may not hold in case of finite external fields. This can be seen from the expression
of the second derivative of the free energy at |A| = 0 (??): the sum term may give positive values for s = -1 if
the external field becomes large. If H,x; — oo, the second derivative at T = 0 is then given by

’o 2
APV

(4.6)

PO 2 &s

2 1

=S- Y <y 4.7)
2

ANV Hoa(jaP+ ) TV i 2

where S_ denotes the set of k-points that satisfies eq. (4.5) only if s = —1. As higher temperatures only weaken
the A-dependence of the sum term of the free energy, eq. (4.7) is a safe upper bound.

In fig. 4.2, plots of the free energy at zero temperature for several magnetic fields are displayed for MoSe;. For
all figures, u = 0.13eV, hwp = 30meV, and Ag = 1meV. A 500 x 500 equally spaced k-point grid has been used
during computation and the sizing and filtering of this grid has been done in agreement with the procedure
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described in section 4.1.2. The vertical dotted line indicates the A that minimizes the free energy according to
Brent’s algorithm mentioned earlier. It can be seen that in all cases, the algorithm picks the correct A so the
issue of a too low upper bound for the second derivative does not arise in this case.
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Figure 4.2: Plots of the free energy of MoSe» at zero temperature as function of A/Ag for u = 0.13eV, hwp = 30meV, and
Ap = 1meV. A 500 x 500 equally spaced k-point grid is used for these plots and the entire procedure of grid generation is
described in section 4.1.2. The vertical dotted line indicates the found global minimum using Brent’s algorithm explained

in section 4.1.3 and the results are all in agreement with the shown plots. Hy = A/ V2 is the Pauli limit.

4.1.4 Finding the critical field

The last step is to find the critical field as a function of u and Ag. In order to find this critical field, one need to
find for which external field H,y;, the superconducting pairing A will vanish. Since A should decrease when
the external fields increases, the critical field can be found with a root-finding algorithm. The algorithm that is
considered to be the most efficient is also from Brent and is described in chapter 4 of his book [37]. In python,
the algorithm is already implemented in the Scipy library under the name scipy.optimize.brentq. By doing
this process for several chemical potential and Ay, a plot of the critical field as function of chemical potential and
Ap can be made. A demonstration of the root-finding algorithm to find the critical field for MoS; is displayed in
fig. 4.3. An equally spaced 500 x 500 k-point grid has been used for the calculation. Furthermore Zwp = 30 meV
and Ag = 1meV. The obtained critical fields (vertical dotted lines in the figures) are consistent with the plots of
A as a function of the external field.

4.2 Analysis of model

4.2.1 Practical input values

In the numerical model presented in section 4.1, the input parameters are the temperature T, the external field
H,yt, the chemical potential p, the superconducting pairing at zero temperature and magnetic field Ao, the
cutoff energy hwp, and the size of the equally spaced k-point grid. The highest relevant temperature (i.e. the
critical temperature) is related to Ag. In the weak-coupling limit, it is known that Ay and the critical temperature
are related by eq. (3.33). According to Lu et al., the maximum critical temperature of MoS; is around 10K [18].
If the weak-coupling limit can be applied to TMD monolayer superconductors, then Ag ~ 1.5meV. According
to Peng et al., the Debye energy of MoS; is 22.6 meV [38], which looks consistent with the requirement that
hwp > Ag for weak-coupling superconductors. In a more recent experiment by Shi et al., it has been found
that MoSe; has a maximum critical temperature of 7.1 K [39], which comes down to a superconducting pairing
of Ag ~ 1.1 meV in the weak-coupling limit. The Debye energy of MoSe; is 15.3 meV according to Peng et al.,
so it is also arguable that MoSe, can be described as a weak-coupling superconductor. However, in order to
conclude whether the Debye energy is high enough for the weak-coupling limit, one need to consider if the
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Figure 4.3: Demonstration of root finding algorithm to find the critical field for MoS; at several chemical potential.
Hp = Ao/ V2 indicates the Pauli limit. Calculations are done for an equally spaced 500500 k-point grid, and hwp = 30 meV,
and Ag = 1 meV. The vertically dotted lines in the figures indicate the critical fields according to the root-finding algorithm
and are consistent with the plots of A as function of the external field.

value of A is sufficiently converged, which is explained in more detail in the next section.

4.2.2 Convergence in the weak coupling limit

In this thesis, the cutoff energy is equal to the Debye energy hwp. In some reports, however, the cutoff energy
is set to a finite number of times the Debye energy (e.g. 3 times [40, 41]). In the weak-coupling limit when
the cutoff energy energy diverges, the A that minimizes the free energy should converge to a specific value.
This means that in this limit, it should not matter how large the cutoff energy is as long as it is much larger
than the maximum superconducting pairing Ag. In fig. 4.4, the convergence of A is demonstrated for MoSe,
at © = 0.15eV. It can been seen that A will indeed converge for large cutoff energies that are several times
A, although noise will be visible if the number k-points is too low. This is in particular the case when one
approaches the critical field (compare figs. 4.4b and 4.4c).

4.2.3 Uncertainty analysis

As shown in fig. 4.4, the value of A that minimizes the free energy has an uncertainty depending on the
resolution of the k-point grid. The question is how high the resolution of the k-point grid should be in order
to make the uncertainty acceptably low. As it can be very time consuming to calculate the uncertainty of the
critical field for every Ag and y, it is better to have an upper bound of the uncertainty given the upper and lower
bound of p and Ag. This suggest the following procedure to determine the maximum uncertainty as function
of the resolution of the k-point grid: for a given material with a given y and Ag, calculate the critical field for
several random cutoff energies Ep > Ag. The uncertainty can then be determined by computing the standard
deviation of the found critical fields. This process will be done for all combinations of boundary values of u
and Ag and in the end, one will simply pick the combination with the highest uncertainty.

The goal now is to find the minimum resolution of the k-point grid such that the relative uncertainty of the
critical field is below a certain value. In this thesis, it will be assumed that a relative uncertainty of 0.05 (5%) is
acceptable. The calculated uncertainties as function of the resolution for MoSe; are displayed in fig. 4.5. This is
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Figure 4.4: The superconducting pairing A as a function of the cutoff energy for MoSe; at u = 0.15eV. Calculations are
done with a 100 X 100 (blue), 250 x 250 (yellow), and 500 x 500 (green) k-point grid. Again Hy = Ag/ V2 is the Pauli limit.

done by picking 12 random cutoff energies using an uniform distribution on the interval [15Ag, 20A¢], and then
calculate the relative uncertainty by dividing the standard deviation by the mean. Comparing fig. 4.5e with
the others, it can been seen that the highest uncertainty is at y = 134 meV and Ag = 0.1 meV. It should be noted
that this chemical potential is centered within the vanishing region of MoSe;. From fig. 4.5¢, it appears that a
1000 x 1000 k-point grid is sufficient in order to obtain a relative uncertainty below 5% for the calculated critical
field of MoSe;,. Also for other materials, the highest uncertainty can be found for low Ay and for a chemical
potential centered in the vanishing region. It can be argued that a 600 x 600 k-point grid is sufficient for MoS,
and a 1200 x 1200 k-point grid is sufficient for MoTe; (see fig. B.1 in appendix B).

4.2.4 Free electron case
Asdiscussed in section 3.2.1, it is expected that the critical field in case of 2D free electrons should reach the Pauli
limit (see eq. (3.43)). Moreover, one should also expect to find that the critical temperature is given by eq. (3.33).

The presented numerical k - p model can be reduced to a free electron model by setting A ~ 3.81eV A~ and
B = C =D = 0. Plots of the critical field and temperature of the model as well as the analytical expressions
(egs. (3.33) and (3.43) respectively) are shown in fig. 4.6. During the calculation, y = 0.1eV, Ep = 15A¢, and
the size of the k-point grid is 500 x 500. It can be seen in this figure that the results of the model are in good
agreement with the analytical expressions.

4.3 Results and discussion
4.3.1 Critical field

Using the procedure described in section 4.1 and the desired resolutions discussed in section 4.2.3, the critical
field diagrams are calculated and displayed in fig. 4.7. For every chemical potential u and maximum super-
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Figure 4.5: The relative uncertainty of the critical field as a function of the resolution for MoSe;. A resolution of n means
that an n X n k-point grid has been used.

conducting pairing Ay, a separate k-point grid has been generated and a cutoff energy of 15A¢ has been used
in the calculations. The white dotted lines in the figure indicate the vanishing region given in table 4.2. The
figures confirm that the critical field will be suppressed when the chemical potential approaches the vanishing
region. Furthermore, it can also be seen that the critical field is lower for lower Ag. However, the critical field
with respect to the Pauli limit H./H), is higher for lower Aq. This may be the effect of the SOI, which contributes
to the critical field without any Ag dependence. An other remarkable feature is that the critical field will be
completely suppressed to (virtually) the Pauli limit in case of MoS,. This can be explained from the fact that the
spin-orbit interaction of MoS,, compared to the other materials, is very weak at the bottom of the conduction
band. For MoSe, and Mole,, there is a dark strip visible near y = 0. This is likely the effect of the higher
energetic spin-down band at the +K point (and the spin-up band at the —K point) as the strip is located at u = B
in both cases.

Using the results in fig. 4.7, one can now make a prediction of the critical field in experiments. Previous
experiments have shown that the critical temperature (and thus Ag) depends on the carrier density in the
lowest conduction band (and thus the chemical potential). Thus, for each material, a trajectory through the
diagram in fig. 4.7 can be associated with. Ye et al. and Lu et al.[18, 42] have shown that MoS, will become
superconducting if the carrier density in the conduction band exceeds 6 x 10'3 cm™2. If the effect of spin-orbit
interaction is negligible, the corresponding chemical potential can be calculated by

u = Ann, (4.8)

where A is the k - p parameter discussed in section 3.2.2 and n the carrier density. Therefore, the minimum
chemical potential required to obtain superconducting MoS; is given by p. = 153 meV, and this will be called
the critical chemical potential. Critical chemical potentials are also indicated in fig. 4.7 with red solid lines.
From Shi et al.[39], it can be found that the critical carrier density for MoSe; is 8 x 1013 em~2, which results in a
critical chemical potential of 160 meV. However, this value may be overestimated, because the temperature of
the experiment did not go below 2 K. A calculation in a more recent experiment by Miao et al.[43] suggests that
the critical density is rather roughly 6 x 103 cm~2, the same value as for MoS,. This implies critical chemical
potential of 120 meV which is just below the vanishing region (see also fig. 4.7e). Furthermore, Shi et al. suggest
that the critical density of MdTe; has to be at least 7 x 10'> cm™2 as no superconductivity has been found for
this maximum carrier density. Again, this value may be overestimated due to the fact the experiment did not
go below 2 K. If the critical carrier density is the same as for MoS, and MoSe», then the corresponding critical
chemical potential for MoTe; is 116 meV, well below the vanishing region (see fig. 4.7f).

Due to the fact that the critical chemical potential of MoS; is above the vanishing region, one does not expect to
see a drop of the critical field for these two materials. Data from the supplementary data of Ye et al. (figure S3b)
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Figure 4.6: The critical field (a) and temperature (b) as a function of A in the free electron case. The red lines are computed
using the numerical k - p model, while the black dashed lines are the analytical expressions discussed in section 3.1.
Calculation is done for u = 0.1eV, Ep = 15A¢, and a 500 x 500 k-point grid.

also confirm this. For MoSey, the critical carrier density is seemingly 8 x 10! meV in Shi et al.’s experiment,
which results in a critical chemical potential above the vanishing region. The supplementary data of the critical
field in Shi et al. (figure S5c) also confirms this as there is no drop of critical field visible in the dome. However,
for a lower temperature, it may be possible to get the critical chemical potential below the vanishing region. In

that case, it would be expected to see a suppression of the critical field.

4.3.2 Topological phase diagram

4.3.3 Varying chemical potential and critical field, fixed temperature

The topological phase diagram for Mole; at a fixed temperature of 2 K is shown in fig. 4.8. All the calculations
are done for Ag = 1meV, and Ep = 15A,. Furthermore, the resolution of the k-point grid was 500 x 500 for all
calculations. The reason why 2 K has been chosen instead of 0 K is that it is very difficult to accurately determine
the transition of superconducting phase to normal phase when at 0K. Consistent with figure 1b in Wang et
al.[19], the twelve nodal point topological superconductivity can only be obtained when the chemical potential
is inside the vanishing region. Furthermore, one does need an external field energy ugH.,; of approximately
0.8 meV to obtain the topological phase. The six nodal point topological superconducting phase is visible near
the boundaries of the vanishing region. Figure 4.8 also makes clear that only close to the vanishing region,
nodal topological superconductivity is present.

4.3.4 Varying temperature and critical field, fixed chemical potential

Topological phase diagrams for different materials and chemical potential are shown in fig. 4.9. All the
calculations are done for Ag = 1meV, and Ep = 15A¢. Furthermore, the resolution of the k-point grid was
500 x 500 for all calculations. Figures 4.9a to 4.9c show the phase diagram of the three materials mentioned in
section 4.1.1 in case the chemical potential lies (approximately) in the middle of the vanishing region. In that
case, the trivial topological phase becomes a twelve nodal point topological superconducting phase when the
field is sufficiently increased. This can be explained from figure 1b in Wang et al.[19] or eq. (3.57): when the
the chemical potential is in the middle of the vanishing region, the material will be in the twelve nodal point
topological superconducting phase when

0< H2

ext

(#max — Hmin )2

- A(Hext)z < 2

(4.9)

Otherwise, the material is in the trivial superconducting phase when A > 0 and in the normal phase when
A = 0. Note that A(H,yt) decreases as the external field increases. Figures 4.9a to 4.9c also show that strength
of the spin-orbit interaction has a significant effect on the topological phase diagram. It can clearly be seen that
a nodal topological superconducting phase is much easier to obtain in materials with a higher SOI like MoTe;.

In case the chemical potential is not centered in the vanishing region, the material may also be in the six nodal
point topological superconducting phase if the external field is enhanced even more (fig. 4.9d). However, this

does not mean that this phase will always be visible as A may become zero before \/H? , — A(H, )7 is large
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Figure 4.7: Critical field diagrams for (a,d) MoSy, (b,e) MoSey, and (c,f) Mole; as function of chemical potential and Ag.
In accordance with the discussion in section 4.2.3, the used resolutions for the calculations are 600 x 600, 1000 x 1000 and
1200 x 1200 respectively. For every u and A, a separate k-point grid has been generated and the cutoff energy is set to
Ep = 15A¢. The white dotted lines indicate vanishing region based on the values in table 4.2 and the red solid line indicate
the critical chemical potential. The diagrams in (a), (b), and (c) show the actual value of the critical field, while the diagrams
in (d), (e), (f) show the log of critical field with respect to the Pauli limit Hp.

enough. Once the chemical potential lies outside the vanishing region, it is not possible that the material is
in the twelve nodal point topological superconducting phase (fig. 4.9¢). The material may be in the six nodal

point topological phase when
A[J < \’Hert - A(Hext)2 < A[J + WUmax — WUmin, (4.10)

where Ay is the nearest distance of the chemical potential from the vanishing region. As the minimum value
of Au for nodal topological superconductivity increases faster than the energy of the critical field, no nodal
topological superconductivity will be visible when Ap is high enough (fig. 4.9f). Thus, nodal topological
superconductivity is only acquirable when the chemical potential is in or close to the vanishing region.
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twelve nodal point topological superconducting phase (yellow); six nodal point topological superconducting phase (green);
normal phase (gray). All calculations are done with a 500 X 500 k-point grid and for Ag = 1meV, and Ep = 15A¢. The black
dashed lines indicate the vanishing region of MoTe;
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Figure 4.9: Topological phase diagrams for different materials at different chemical potential. The possible phases are:
trivial superconducting phase (blue); twelve nodal point topological superconducting phase (yellow); six nodal point
topological superconducting phase (green); normal phase (gray). All calculations are done with a 500 x 500 k-point grid
and for Ag = 1meV, and Ep = 15Ag. Hjp denotes the Pauli limit while T, denotes the critical temperature defined in

eq. (3.33).
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Chapter 5

Conclusion

In this thesis, it has been shown that the critical field with respect to the Pauli limit is expected to drop when
the vanishing region is approached. This drop, however, can only be seen if the critical chemical potential is
below the vanishing region. For MoS,, this is not the case and it is therefore not expected to see a suppression
of the critical field. For MoSey, it is possible to have a critical chemical potential below the vanishing region, but
this requires temperatures to be below 2 K. For MoTey, it is not clear what the actual critical chemical potential
is, but if the critical carrier density is the same as for MoS,, then a suppression of the critical field is expected.
The critical field diagrams are based on the k - p model, which is accurate as long as the chemical potential is
not too high so that the effect of other conduction band minima is negligible.

In this thesis, it has also been shown that nodal topological superconducting phase can be acquired when
the chemical potential is within or not too far away from the vanishing region. This means that it is only
possible when there is superconductivity for a chemical potential near the vanishing region, and this is not the
case for MoS;. MoSe; and Mole,, on the other hand, are more suitable candidates to show nodal topological
superconductivity as the critical chemical potential may lie below the vanishing region. Nodal topological
superconductivity, however, is easier to show for Mole; as the SOl is stronger, causing a higher critical field.
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Appendix A

Convergence of A that minimizes free
energy

To analyze the convergence of A in eq. (3.31) when iwp — o0, one need to find approximate expressions of the
left hand side and right hand side for large fiwp. To start with the left hand side, one can start the expression
given in eq. (3.29):

1_ Msmh—l(m_l?)
[ Aol

voo2
Niot (0) . [ hwp [ | Aol ]2
- 1200 Al
> log(|AO|(1+ 1+ hon (A1)
. Niot (0) o (2hwo)
2 Aol )

The right hand side can be approximated by

Ntot(O) f 52+|A| dg
_ Niot(0) hawp |A] 12 (A2)
* log( Al (“ 1+ ))‘C

Nt (@) 2hep
2 B\YTaAr )

This approximation can be justified by the fact that ’ffmh(\/é2 +]A? /ZkBT) — 1 when & — hwp — oo.

However, as the integral also involves low energies for which the tanh term is less than 1, one need to subtract
a constant C > 0 that is independent from Awp. The independence of C from hwp is justified by the fact
that it is much larger than the Boltzmann energy kgT. This constant can be rewritten as an other constant
a = exp(—C) < 1inside the log. From egs. (A.1) and (A.2), it can be seen that both sides of eq. (3.31) will grow
logarithmic with respect to hwp. It can also be seen that |A| will converge to a|Ag| in order to balance the
equation, what was to be shown.
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Appendix B

The relative uncertainty for MoS; and
MoTe; as function of resolution
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Figure B.1: The relative uncertainty of the critical field as a function of the resolution for (a) MoS; and (b) MoTep. The
chemical potentials are 33 meV and 159 meV respectively and Ay = 0.1 meV for both plots. Just as in the case of MoSe, the
highest uncertainty can be found for low Ag and at the center of the vanishing point, which is also visualized in the figures.
The same procedure explained in section 4.2.3 has been used in order to calculate the relative uncertainties. Furthermore,
the figures show that a 600 X 600 k-point grid and a 1200 x 1200 k-point grid are sufficient for MoS, and MoTe; respectively,
in order to be below the upper bound of 5% relative uncertainty. Similar to fig. 4.5, a resolution of n implies an n X nn equally
spaced k-point grid has been used.
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